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ABSTRACT

This thesis is concerned with the least-squares approximation of discrete data that

appear to exhibit asymptotic behaviour. In particular, we consider using rational

functions as they are able to display a number of types of asymptotic behaviour. The

research is biased towards the development of simple and easily implemented algo-

rithms that can be used for this purpose. We discuss a number of novel approximation

forms, including the Semi-Infinite Rational Spline and the Asymptotic Polynomial.

The Semi-Infinite Rational Spline is a piecewise rational function, continuous across

a single knot, and may be defined to have different asymptotic limits at ±∞. The

continuity constraints at the knot are implicit in the function definition, and it can be

fitted to data without the use of constrained optimisation algorithms. The Asymp-

totic Polynomial is a linear combination of weighted basis functions, orthogonalised

with respect to a rational weight function of nonlinear approximation parameters.

We discuss an efficient and numerically stable implementation of the Gauss-Newton

method that can be used to fit this function to discrete data. A number of extensions

of the Loeb algorithm are discussed, including a simple modification for fitting Semi-

Infinite Rational Splines, and a new hybrid algorithm that is a combination of the

Loeb algorithm and the Lawson algorithm (including its Rice and Usow extension),

for fitting ℓp rational approximations. In addition, we present an extension of the Rice

and Usow algorithm to include ℓp approximation for values p < 2. Also discussed is

an alternative representation of a polynomial ratio denominator, that allows pole free

approximations to be fitted to data with the use of unconstrained optimisation meth-

ods. In all cases we present a large number of numerical applications of these methods

to illustrate their usefulness.
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Chapter 1

INTRODUCTION

The main focus of this thesis is the fitting of least-squares approximations to dis-

crete data using rational functions. In this chapter we introduce some of the methods

and notation that will be used throughout the thesis and outline the industrial re-

quirements that have motivated this study. We start with a general introduction to

the concept of linear approximation and describe common methods used for fitting

linear functions to data. We then go on to define generalised rational functions, and

describe some of the properties that make them particularly suitable for certain ap-

proximation problems. Such problems include the approximation of data or functions

that contain singularities, or exhibit asymptotic behaviour such as exponential decay.

We then highlight some of the disadvantages and difficulties associated with the use

of rational functions for data fitting. Finally we discuss the aims of this project and

why it is important to the area of metrology, and include a brief overview of some

real world data fitting problems that are particularly well suited for approximation

by rational functions.

1.1 Metrology

Metrology is the scientific study of measurement, and the development of methods

for modelling measurement data is an active area of research in this field. A common

problem that arises in metrology is the need to model the functional relationship

between two variables x and f , that is represented by a set of m discrete pairs of data

points {(xi, fi)}m
i=1 ⊂ R2, that have been obtained by experimental measurements.
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A practical example of such a situation is the modelling of the relationship between

temperature and pressure of a gas contained in a fixed volume. In this example,

each of the xi values represent a specified temperature at which a measurement of

the pressure is made and recorded as a value fi. The xi values are considered as

fixed, exact values, while the fi are treated as inexact values due to the presence

of some measurement error. In practice, there are also measurement errors in the

xi values, but for many approximation problems, including those presented in this

thesis, we regard the xi values as fixed and without error. The general situation in

Metrology that we consider are problems where the xi are known values at which the

experimenter is able to record a measurement of the quantity of interest fi. Many of

the datasets that we use within this project were obtained in this manner.

The contamination of the fi values can be explained by a number of physical reasons,

such as imperfections in the measurement instrument, poor calibration, or mechanical

defects.

Given the data, we are then faced with the problem of trying to find a function that

is able to approximate it well. We can represent the noise in the data mathematically

as

fi = h(xi) + ǫi (1.1)

where h(x) represents an unknown function that explains the true functional relation-

ship underlying the data, and ǫi is a component of measurement error associated with

the measurement fi. We treat the function h(x) as a function that describes the data

in the absence of any error, and it is this function that we then try and approximate.

For any particular problem there may be experimental or theoretical knowledge that

will assist in the approximation process, or at least suggest an appropriate choice

of function to approximate with. For example, it would be more appropriate to fit

experimental data exhibiting exponential decay with a gaussian function rather than

a polynomial, or to fit periodic data using trigonometric polynomials rather than

standard polynomials.
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It may also be that the statistical distribution of the measurement errors ǫi is known,

which is useful knowledge and affects the choice of method used to approximate the

data as we will explain in more detail later.

1.2 Linear approximation of discrete data

As described previously, we consider the problem of finding a function that approxi-

mates a discrete set of data points {(xi, fi)}m
i=1 ⊂ R

2. The function chosen to approx-

imate the data is denoted by F (x) and is called an approximation form, and is usually

chosen from a particular class of functions. Although the functional form is consid-

ered to be fixed, F (x) will have a large degree of flexibility due to its dependence on

a number of variable coefficients called approximation parameters. The value of these

parameters are initially unknown and need to be evaluated in such a way that results

in F (x) approximating the data as well as possible. The function F (x) is called a

linear approximation if it can be expressed in the form

F (a, x) =

n∑

j=1

ajφj(x), (1.2)

where {φj(x)}n
j=1 is a set of specified linearly independent basis functions and a =

(a1, . . . , an)T ∈ Rn is the vector whose elements are the approximation parameters.

It is usually the case that n ≤ m which results in a larger number of data points than

unknown approximation parameters. Commonly used basis functions are orthogonal

polynomials, splines, radial basis functions [48], and trigonometric functions, as these

choices result in a linear form F (a, x) that is simple to evaluate, differentiate, and

integrate. Linear approximation forms (1.2) are widely used in data fitting as they

are linear with respect to their approximation parameters, and as a consequence these

parameters are often easy to evaluate.

Once an approximation form F (a, x) has been chosen, it is necessary to find a method

of calculating the parameters a that will yield a good approximation to the data. In



4

order to achieve this, a means of assessing the quality of an approximation is needed,

which will enable the distinction between good and poor approximations to be made.

At any individual point xi we define the approximation error, or residual as

ei = fi − F (a, xi), (1.3)

and define the error or residual vector e as

e = (e1, . . . , em)T . (1.4)

The smaller the value of the residuals, the better the approximation is, and so we try

and find values of a that will minimise the error vector in some way.

1.2.1 Norms

A semi-norm is a function g : Rn → R that satisfies the following properties

1. g(c) ≥ 0.

2. g(λc) = |λ|g(c), for all λ ∈ R.

3. g(c + d) ≤ g(c) + g(d).

A norm is a function g that qualifies as a semi-norm and also satisfies the property

g(c) = 0 ⇔ c = 0.

The norm of a vector c is commonly represented by ‖c‖, and we will use this notation

throughout the thesis. Norms are multi-dimensional abstractions of the absolute value

function, and provide a means with which to measure the size of error vectors and

hence the quality of approximations.

For discrete approximation problems, the most common choices of norm are the ℓp

and ℓ∞ norms, which are defined as

‖e‖p =

[
m∑

i=1

|ei|p
] 1

p

, for 1 ≤ p <∞, (1.5)
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and

‖e‖∞ = max
i

|ei|, i = 1, . . . , m (1.6)

respectively.

1.3 Best approximations

If possible, it would be desirable to find an approximation that will minimise the error

norm over every possible choice of the approximation parameters. If there exists a

parameter vector a∗ ∈ Rn such that

‖f − F(a∗,x)‖ ≤ ‖f − F(a,x)‖ ∀a ∈ R
n, (1.7)

where

f = (f1, . . . , fm)T , (1.8)

x = (x1, . . . , xm)T , (1.9)

F(a,x) = (F (a, x1), . . . , F (a, xm))T , (1.10)

then we refer to F (a∗,x) as a best approximation to f . Provided that the basis

functions are linearly independent, a best approximation will always exist whatever

the norm [46], but uniqueness of a best approximation will depend on the particular

norm that is being used, and on the choice of basis functions used to define F (a, x).

Uniqueness has been proved for best ℓ2 and ℓ∞ (provided the basis functions for

a Chebyshev set) approximations [11, 46], but the best linear ℓ1 approximation is

not necessarily unique. For some practical problems it may not be possible or even

necessary to find a best approximation (although one will always exist), and often

an approximation that represents data well and has a small error norm is deemed

satisfactory.
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1.4 ℓ1 approximation

ℓ1 approximations are usually fitted to data that are known to be largely accurate,

but contain a small number of wild points or outliers. An ℓ1 approximation has a

tendency to ignore these outliers, resulting in small error values at the accurate data

points and large errors at the outliers. This property is clearly illustrated by the ℓ1

approximation in Figure 1.1. For given abscissae and data vectors x ∈ Rm and f ∈ Rm

(where fi = f(xi) and i = 1, . . . , m), we now state without proof a characterization

theorem for a best ℓ1 polynomial approximation.

Theorem 1 (ℓ1 Characterization Theorem) Let F (a∗, x) be an arbitrary polyno-

mial approximation of degree n. We define the set A = {xi;F (a∗, xi) = fi}, and define

s(x) as the sign function

s∗(xi) =







1, fi > F (a∗, xi)

0, fi = F (a∗, xi)

−1, fi < F (a∗, xi).

The element F (a∗, x) is a best ℓ1 approximation to f if and only if

∣
∣
∣
∣
∣

m∑

i=1

s∗(xi)F (a∗, xi)

∣
∣
∣
∣
∣
≤
∑

xi∈A

|F (a, xi)|,

for all a ∈ Rn+1.

This theorem is taken from [46] (from which a proof can also be found), and has been

modified to accomodate the notation used in this chapter. An additional characteristic

of a best polynomial ℓ1 approximation is that it will interpolate the data at at least

n + 1 points, where n is the degree of the approximating polynomial. There are

a number of methods of fitting a best ℓ1 approximation, including the widely used

algorithm of Barrodale and Roberts [9], which is the algorithm that is used in this

thesis for fitting linear ℓ1 approximations.
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Figure 1.1: Comparison of ℓ1 and ℓ2 polynomial approximations of data containing
outliers.

1.5 Chebyshev approximation

For a given approximation problem where it is known that the data is accurate,

contains no outliers, and that the error in the data is uniformly distributed, it is

appropriate to fit the data by minimizing the ℓ∞ norm of the residual vector. The

resulting approximations obtained in this way are commonly referred to as a Cheby-

shev, minimax, or uniform approximations. The existence and uniqueness of best

Chebyshev approximations can be proved for the case when the approximation form

is linear [11]. In addition, the best linear Chebyshev approximation has the following

characterization theorem, a proof of which can be found in [46].

Theorem 2 (Chebyshev Characterization Theorem) Let F (a∗, x) be an element

from a linear approximation space of degree n, spanned by basis functions {φj(x)}n
j=1

that form a Chebyshev Set. F (a∗, x) is a best Chebyshev approximation to f if and

only if there exists n + 1 points {γ1, . . . , γn+1} ⊂ f with γi < γi+1 that satisfy

1. |F (a∗, γi) − γi| = ‖F (a∗,x) − f‖∞ i = 1, . . . , n+ 1.
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Figure 1.2: Equioscillation property of a linear ℓ∞ approximation error.

2. F (a∗, γi) − γi = −(F (a∗, γi+1) − γi+1) i = 1, . . . , n.

This alternation property exhibited by the Chebyshev error function is sometimes

referred to as the equioscillation property and is illustrated in figure 1.2. There

are a number of methods of fitting Chebyshev approximations to data, of which the

most widely used is probably the algorithm of Barrodale and Phillips [8]. This is

the algorithm of choice for any linear Chebyshev approximation problems that are

presented in this thesis (unless explicitly stated otherwise).

1.6 Least-squares approximation

A least-squares approximation refers to an approximation that has been fitted with

respect to the ℓ2 norm (also known as the Euclidean or least-squares norm). Least-

squares approximation is the primary focus of this thesis, and for this reason it is

discussed in greater detail than approximation with respect to other norms. Although

we are mainly concerned with nonlinear approximations, we will begin with a discus-

sion of linear least-squares problems and solution methods first, as many nonlinear

solution methods require solving a set of linearised problems as part of an iterative
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process.

For data that are subject to uncorrelated errors that are believed to follow a Normal

distribution with mean zero and constant variance, it is appropriate to fit a least-

squares approximation. Under these assumptions on the error distribution, it can be

proved (for the case of linear least-squares approximation) that the maximum like-

lihood estimates for the approximation parameters are identical to those obtained

using the least-squares method. The least-squares norm of the error vector (1.4) is

defined as

‖e‖2 =

[
m∑

i=1

(fi − F (a, xi))
2

] 1
2

, (1.11)

and is the quantity we wish to minimise over all possible approximation parameters

a. The function (1.11) has the same minimum as its square, which is easier to work

with, and we express this in matrix form as

E(a) = ‖f − Ca‖2
2 = (f − Ca)T (f − Ca), (1.12)

where C is the m× n observation matrix which is defined as the matrix having i, jth

element Cij = φj(xi). This is a quadratic function of the elements of the parameter

vector, and will have a turning point at a if it is a solution of the set of equations

∂E(a)

∂ak

= 0, i = 1, . . . , n. (1.13)

The system of equations (1.13) are referred to as the normal equations, which have a

global solution given by

a = (CTC)−1CT f . (1.14)

The normal equations will only have a solution if the the observation matrix C is of

full rank. This is not be the case when data contain repeated abscissae values xi.

The parameter vector solution to the normal equations gives a turning point of the

function E, but we need verify that it is a global minimum. The first partial deriva-

tives of E with respect to the parameters can be expressed in matrix form as

∂E

∂a
= 2CT (f − Ca). (1.15)
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The n× n Hessian matrix of E is defined as the matrix having i, jth element

Hij =
∂2E

∂ai∂aj
, (1.16)

and can be represented with respect to the observation matrix C as

H = 2CTC. (1.17)

H is symmetric positive definite if the observation matrix C is of full rank. As has

been mentioned previously, this will be the case provided the abscissae are distinct

and the basis functions are linearly independent. Therefore, under these conditions,

the solution vector a given by the normal equations is the minimum of E(a). This

solution must be unique as E is a quadratic function of the approximation parameters,

and therefore has a unique stationary point.

1.6.1 QR Factorisation

A potential problem with the normal equations (1.13) is that they may suffer from

ill-conditioning due to the fact that the condition number of the matrix CTC is

dependent on the square of the condition number of the observation matrix C. This

will have little effect if basis functions are chosen to be orthogonal polynomials, but

for other basis functions it can pose a serious problem.

If we are presented with an ill-conditioned system of normal equations, solving them

via matrix inversion will exacerbate the problem. This can be avoided with the use

of QR factorisation. The m× n observation matrix C can be factorised as

C = Q




R

0



 , (1.18)

where Q is an m×m orthogonal matrix, R is an n× n upper triangular matrix, and

0 is the (m− n) × n zero matrix. Given the matrix Q, we can also factorise f as

f = Q




θ1

θ2



 . (1.19)



11

from which we can rewrite (1.12) as

E(a) =

∥
∥
∥
∥
∥
∥

Q








θ1

θ2



−




R

0



 a





∥
∥
∥
∥
∥
∥

2

2

. (1.20)

Due to the fact that the ℓ2 norm of a vector is invariant with respect to multiplication

by an orthogonal matrix, this reduces to

E(a) =

∥
∥
∥
∥
∥
∥




θ1

θ2



−




R

0



 a

∥
∥
∥
∥
∥
∥

2

2

. (1.21)

Thus E(a) is minimised when a is a solution to the equation

Ra = θ1, (1.22)

and its minimum value given by ‖θ2‖2
2. Using QR factorisation does not require matrix

inversion as equation (1.22) can be solved by back substitution. It is also possible

to form the QR factorisation where Q ∈ Rm×n is formed of orthogonal columns, and

R ∈ Rn×n is a square matrix [24]. There are a number of ways to obtain a QR

factorisation of a matrix, some more numerically stable than others. A discussion of

a number of such methods and their numerical stability can be found in [24].

1.6.2 Orthogonal polynomials

The ill-conditioning of the normal equations is dependent on the type of basis func-

tions used. As an example, the use of monomial basis functions for least-squares

approximation typically results in an ill-conditioned observation matrix, particularly

when the abscissae are spaced uniformly. This ill-conditioning can be improved with

the use of different polynomial basis functions such as orthogonal polynomials. Given

vectors f , g ∈ R
m, an inner product is defined as a function from R

m × R
m → R,

whose result is denoted by < f , g >, and satisfies

1. < f , g >≥ 0, with equality when f = 0
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2. < f , g >=< g, f >

3. < f , ag + bh >= a < f , g > +b < f ,h >, where a, b ∈ R.

A simple example of such a function is the standard scalar product in Rn defined by

< f , g >=
m∑

j=1

fjgj.

The definition of an inner product also applies when arguments are continuous func-

tions rather than vectors. For example, the following function taking arguments

f, g ∈ C[−1, 1] defined by

< f, g >=

∫ 1

−1

f(x)g(x)w(x)dx,

also satisfies the axioms for an inner product, where w(x) ∈ C[−1, 1] > 0. A set of

polynomial basis functions φj(x)
m
j=1 ∈ Rn are said to be orthogonal polynomials if

< φl(x), φk(x) >= clkδlk,

where clk is a constant and δlk is the Kronecker delta symbol that takes value 1 when

l = k, and 0 when l 6= k. If the constant clk is equal to 1 for all values of l, k then the

polynomials are orthonormal.

Use of orthogonal polynomial basis functions usually results in a well conditioned

observation matrix. One of the most widely used orthogonal polynomials are the

Chebyshev polynomials, which are defined on [−1, 1] and are orthogonal with respect

to the inner product

< φl(x), φk(x) >=

∫ 1

−1

φl(x)φk(x)

(1 − x2)
1
2

dx. (1.23)

Specifically these are referred to as Chebyshev polynomials of the first kind [40], and

the degree n Chebyshev basis function denoted as Tn(x). As well as having nice nu-

merical properties, the basis functions Tn(x) also naturally exhibit the equioscillation
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property between -1 and 1 on the interval [-1,1]. The function 2(n−1)Tn(x) is the best

Chebyshev approximation to zero on [-1,1] and this property makes them useful for

fitting best Chebyshev approximations to data.

There are a number of other orthogonal polynomials that are widely used including

Hermite, Legendre, Laguerre, and Chebyshev polynomials of the second, third, and

fourth kind [38],[39],[40]. All orthogonal polynomials also have a general three term

recurrence relation

φi(x) = (aix− bi)φi−1(x) − ciφi−2(x),

where the constants ai, bi, ci depend on the type of orthogonal polynomial. In the

case of Chebyshev polynomials, this recurrence relation is given by

Tn(x) = 2xTn−1(x) − Tn−2(x), (1.24)

with T0(x) = 1 and T1(x) = x.

1.7 Rational approximation forms

We define a generalised rational function of degree (n,m) as

Rn
m(p,q, x) =

Pn(p, x)

Qm(q, x)
(1.25)

where

Pn(p, x) =
n∑

i=0

piφi(x),

Qm(q, x) =

m∑

j=0

qjψj(x),

{φi(x)}n
i=1,{ψj(x)}m

j=1 are sets of linearly independent basis functions, and

p = (p0, . . . , pn)T ∈ R
n, (1.26)

q = (q0, . . . , qm)T ∈ R
m, (1.27)
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are vectors of approximation parameters.

This defines a broad class of rational functions but in this thesis we are mainly con-

cerned with polynomial ratios using monomial or orthogonal polynomial basis func-

tions. In addition, we will only be concerned with rational approximation forms (1.25)

with real-valued approximation parameters and basis functions.

Data fitting for rational functions proceeds in the same way as it does in the linear

case, that is we calculate approximation parameters q,p that minimise

‖f −Rn
m(p,qx)‖ , (1.28)

where

f = (f1, . . . , fN)T ∈ R
N , (1.29)

x = (x1, . . . , xN)T ∈ R
N , (1.30)

and

Rn
m(p,q,x) = (Rn

m(p,q, x1), . . . , R
n
m(p,q, xN))T ∈ R

N . (1.31)

When using rational functions for approximation purposes, it is also necessary to force

a normalisation constraint on the approximation parameters. The reason for this is

that for any non-zero choice of parameters p and q we have

Rn
m(p,q, x) = Rn

m(λp, λq, x)

for any constant λ 6= 0, which allows a particular rational function to be defined by

an infinite number of different parameter vectors. Clearly this will pose a problem

for approximation purposes, and so we normalise the parameters, usually with the

constraint q0 = 1 or forcing ‖q‖ = 1.

Although the principles of data fitting with rational functions are the same as for lin-

ear functions, the problem is considerably more complicated as the error norms that

we wish to minimise are nonlinear with respect to the approximation parameters. As

a consequence we are often required to use methods applicable to nonlinear problems,
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which are in general more complicated and computationally intensive than the linear

methods described previously. Polynomial ratios are the most widely used rational

approximation form and are the study of the majority of research literature in ratio-

nal approximation. The most notable exception to this is the study of non-uniform

rational B-splines (NURBS) that are used extensively in the area of Computer Aided

Geometric Design (CAGD). A slightly more detailed introduction to NURBS is given

in chapter 2.

1.8 Properties of Rational Functions

Rational approximation forms, such as those defined in (1.25) have a number of

features and intrinsic properties that make them a particularly suitable as choice of

form, especially when the data or function being approximated exhibits certain types

of behaviour. In such cases, rational forms can provide far superior approximations

to those obtained using linear forms. We now describe the kind of situations and

behaviour for which rational function approximations are particularly well suited,

and also discuss some of the advantages and disadvantages associated with their use.

1.8.1 Existence of poles

If we consider the problem of approximating f(x) = tan(x) on the range [0, π], we

are dealing with a function that has a simple pole at x = π
2
. This particular exam-

ple illustrates a type of functional behaviour that linear approximations (particularly

those of low degree) lack the ability to approximate effectively. This can be seen in

figure 1.3 which shows a least-squares polynomial approximation to a discrete set of

points sampled from f(x) = tan(x) on [0, π]. The approximation is generally poor

over the entire interval, but appears to be particularly bad in the vicinity of the pole.

Unlike linear forms, a rational function is also able to have a simple pole and provides

an approximation form that has the potential to reproduce the same asymptotic be-
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Figure 1.3: Degree 8 ℓ2 polynomial approximation of f(x) = tan(x) at 30 equally
spaced points on the interval [0,π].

haviour as the data being approximated. Figure 1.4 shows a least-squares polynomial

ratio approximation of the same set of points used in Figure 1.3. The superiority of

this rational approximation is clear to see, and the pole at x = π
2

has been fitted in

the rational function to an accuracy of 6 decimal places. The rational form fitted to

the data in this example is of degree (2,2) and despite having fewer approximation

parameters than the polynomial approximation of figure 1.3 it still provides a superior

approximation.

The ability of rational forms to have poles is clearly advantageous in the case of the

previous example, but this may not always be the case. Sometimes a pole is repro-

duced in the approximant with much less precision, and sometimes not reproduced

at all. This is particularly true when approximating a function with a large number

of poles. Careful thought needs to be given to the degree of rational function used to

approximate a function or data known to contain poles, as the maximum number of

poles the approximation may have is equal to the degree of the denominator.

Although it has been shown that pole fitting is a potentially useful property of

rational functions, it can also cause problems. It is particularly troublesome when
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Figure 1.4: Degree (2,2) rational ℓ2 approximation of f(x) = tan(x) at 30 equally
spaced points on the interval [0,π].

the data or function being fitted does not contain poles, but the resultant rational

approximation does contain poles. In such cases this may not be a problem provided

the poles lie outside the interval of approximation and away from the data. If there

are poles present in the approximation range then this commonly leads to an increase

in the approximation error in the vicinity of the pole.

Figure 1.5 shows a degree (3, 5) rational least-squares approximation of a set of

equally spaced points from the function f(x) = e−x2
to which a small amount of

normally distributed noise has been added. It can be seen that the approximation is

good on the majority of the range, but an unwanted pole has been fitted at x = 3.823.

Figure 1.6 provides a magnified view of the region near the pole and clearly illustrates

the detrimental effect that this has on the quality of the approximation.

1.8.2 Numerical considerations

Numerical error also needs to be considered in relation to the problem of unwanted

poles. Consider the case where we have used an arbitrary algorithm to fit a rational



18

−4 −3 −2 −1 0 1 2 3 4

−1

−0.5

0

0.5

1

1.5

Figure 1.5: Degree (3, 5) ℓ2 rational approximation of f(x) = e−x2
containing normally

distributed noise.
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Figure 1.6: The effect of the pole at x = 3.823 on the approximation of Figure 1.5.



19

approximation to a set of data, and the algorithm has converged to a solution. Let

us further assume that this solution takes the form

(x− c)
n−1∑

i=1

pix
i

(x− c)

m−1∑

i=1

qix
i

, (1.32)

where c ∈ R. If this is the case, the factor (x − c) common to denominator and

numerator is able to be removed from the function. However, it may be the case (due

to numerical issues such as rounding error) that the algorithm has converged to a

solution that is of the form

(x− (c+ δ1))

n−1∑

i=1

pix
i

(x− (c+ δ2))
m−1∑

i=1

qix
i

, (1.33)

where δ1 6= δ2 are very small non-zero real numbers. In this case cancellation is not

possible and so we are faced with the question of whether the pole in the approxima-

tion should be there or not. Rational functions that have had all factors common to

numerator and denominator removed are referred to as irreducible. To help avoid this

kind of potential problem, it is possible to prevent unwanted poles by constraining

the parameters in a way that forces the denominator to be strictly positive on the

approximation range. It is also possible to try and force the rational function to fit

poles outside of the range of approximation, or explicitly define a factor (x− c) in the

denominator, where c ∈ R lies outside the approximation range. In particular we can

try and enforce the roots of the denominator polynomial to be complex, and some

simple methods to achieve this are presented in chapter 5.

1.8.3 Nonlinearity

As has been previously mentioned, the major difficulty associated with rational ap-

proximation is the nonlinearity of the approximation parameters. Methods for fitting
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linear approximations are not immediately applicable to nonlinear problems, and

instead we will often need to utilise nonlinear optimisation methods. There are a

number of optimisation techniques available for fitting general nonlinear forms to

data and these can be applied to the rational approximation problem. Optimisation

methods are useful tools but they can be computationally intensive, and often their

convergence is conditional on an appropriate selection of initial values for the approx-

imation parameters. Some of the most commonly used optimisation methods (such

as the Newton (2.8.1) and Gauss-Newton methods (2.8.2)) are utilised extensively in

this thesis and will be described in detail in Chapter 2.

Despite the nonlinearity of the parameters in a rational function, there are a number

of methods available for fitting rational approximations that only require the solution

of linear systems of equations (usually as part of an iterative process). Such methods

include the Gauss-Newton and Newton methods [18] mentioned previously. Others

include methods for finding rational interpolants [51],[23],[33], Padé approximations

[4], Thiele interpolants [14], and weighted iterative methods for fitting rational ap-

proximations (such as Loeb’s algorithm [7] and the Differential Correction Method

[27]). We will describe some of these methods in greater detail in Chapter 2.

1.8.4 Asymptotic limits

Another advantageous feature of rational functions is that they may be used to ap-

proximate over an infinite range. They can also be used to approximate functions

that exhibit certain types of asymptotic behaviour as their arguments tend to infinity.

A simple example of this is the approximation of tanh(x) on the interval [0,∞). The

function tanh(x) the finite limit

lim
x→∞

tanh(x) = 1 (1.34)

and so the use of a polynomial to approximate it on this interval would be seem to be

an unsuitable choice of form, due to the fact that all polynomials have an asymptotic
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limit of ±∞. However, there is a subset of generalised rational functions that also

have a constant asymptotic limit, and it would then seem natural to use such an

approximant for this problem. We now describe some of the types of asymptotic

behaviour that rational functions are able to model effectively.

1.8.5 Decay to a constant value as x→ ±∞

We consider the problem of approximating data sampled from a function f(x) that

has known asymptotic behaviour given by

lim
x→∞

f(x) = α, (1.35)

where α 6= 0 is a real valued constant. Asymptotic decay to a constant is an intrinsic

property of ratio of equal degree polynomials, and so it would seem sensible to ap-

proximate f(x) using an approximation of this kind. The exact asymptotic limit of a

degree (n, n) polynomial ratio Rn
n(p,q, x) is given by

lim
x→∞

Rn
n(p,q, x) =

pn

qn
, (1.36)

where pn and qn are the coefficients of the highest degree polynomial basis functions

used in the numerator and denominator respectively. Therefore, we can explicitly

force a degree (n, n) polynomial ratio approximant to have exactly the same limit as

f(x) by imposing the parameter constraint

pn = qmα. (1.37)

This constraint can be enforced explicitly in the function definition using substitution,

or could be utilised in the form of a parameter constraint as part of the approximation

process. We have specified an asymptotic limit as x → ∞ for illustrative purposes,

and the same results will apply to a limit specified as x → −∞. We investigate

the quality of approximation using rational forms with the same limiting behaviour

enforced upon them in later chapters.
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1.8.6 Decay to zero as x→ ±∞

Now suppose we wish to approximate data sampled from a function f(x) that has

known asymptotic behaviour given by

lim
x→∞

f(x) = 0. (1.38)

There are a large number of generalised rational functions that have the same asymp-

totic limit as that in (1.38). The most obvious choice of such a function would be a

polynomial ratio whose numerator degree is less than that of the denominator, which

leads to a large amount of potential choices for the degrees n, m.

1.8.7 Approximating limiting behaviour of the type xk as x→ ±∞

Now we consider the problem of approximating data from a function f(x) that has

the limit

lim
x→∞

f(x)

xk
= α, (1.39)

where α ∈ R and k ∈ N are known constants. This type of limiting behaviour can be

achieved once again by a ratio of polynomials, provided that the numerator degree is

larger than that of the denominator. We restrict our choice of approximant to degree

(n,m) rational approximant by Rn
m(p,q, x) which has positive asymptotic limit given

by

lim
x→∞

Rn
m(p,q, x)

x(n−m)
=

(
pn

qm

)

, n > m, (1.40)

where pn and qm are the coefficients of the highest degree numerator and denominator

basis functions respectively. Clearly our rational approximant will then share the

asymptotic limit (1.39) provided that the following conditions are satisfied

n−m = k, (1.41)

pn = qmα. (1.42)

The first of these conditions is easily imposed as the degree of the approximating

form needs to be fixed prior to approximation anyway. The second condition can be
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imposed explicitly within the definition of the form by direct substitution. It may

also be able to achieve this constraint as a part of the approximation algorithm being

used for data fitting.

We now consider approximation of functions with the negative asymptotic limit

lim
x→−∞

f(x)

xk
= α, (1.43)

for k ∈ N and α ∈ R. In the same way as in the previous example we will need to

satisfy constraint (1.41), and then the equivalent negative asymptotic limit for the

approximant will be

lim
x→−∞

Rn
m(p,q, x)

xk
=

(
pn

qm

)

. (1.44)

From this equation it is clear that we can make the approximant satisfy the limit

(1.43) with the constraint (1.42) as before. We do not have to deal separately with

the issue of the limit of xk as x→ −∞ for odd number values of k, as (1.42) ensures

the correct limiting behaviour of the function.

1.8.8 Approximation of double sided asymptotic limits

We now need to address the problem of approximating a function or data over the

entire real line. In this case we are faced with task of modelling two asymptotic limits,

one as x→ −∞, and one as x→ +∞. We will consider the problem of approximation

of functions f(x) that have asymptotic limits of the form

limx→∞
f(x)

xk1
= α1,

limx→−∞
f(x)

xk2
= α2,

(1.45)

where α1, α2 ∈ R and k1, k2 ∈ N. An example of such a dataset exhibiting double-

sided asymptotic behaviour is illustrated in figure 1.7. As in the previous section, a

polynomial ratio would seem to be the most appropriate choice of rational approxima-

tion form. The limits of a polynomial ratio are either zero, or given by (1.40) or (1.44)

depending on the degrees of numerator and denominator. Therefore, it is not possible
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Figure 1.7: Artificial data exhibiting double-sided asymptotic behaviour sampled from
f(x) = x(1 + e−x)−1.

for a standard polynomial ratio approximant to possess the limits (1.45) except for

special cases where k1 = k2 and α1 = α2. In the case of modelling asymptotic decay

to zero in both directions this will not pose a problem, as we can set k1 = k2 = 0, but

for the more generic problem involving mixed limits, we require a new rational form

to approximate the data. This problem is revisited in more detail in chapter 3. We

also consider problems with double limits specified by (1.45) but extend the definition

to deal with non-integer values for the exponents k1, k2. This vastly increases the

different types of data that may be approximated, as we are no longer restricted to

consideration of integer powers of x as a limit. Clearly this problem cannot be dealt

with using standard polynomial ratios, and so new approximation forms and methods

are required. This work will be presented in chapter 4.

The least-squares approximation of data that exhibits these types of asymptotic be-

haviour is the primary focus of this project, and this is the reason that specific study

of rational functions has been undertaken. The particular types of asymptotic be-

haviour described here have been chosen as they are of specific interest to the National

Physical Laboratory (NPL) who are the collaborating partial sponsor of this project.
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The reason for their interest in these specific types of asymptotic behaviour is because

they occur frequently in physical systems (particularly decay to zero or decay to a

constant), or are exhibited by the solutions to some types of differential equations.

The objective of the project is to obtain good approximations to these specific types

of data set with the use of traditional rational functions and some new nonlinear ap-

proximation forms that are of a rational nature. Specifically, we hope to obtain good

approximations with the use of carefully selected approximation forms that mimic the

asymptotic behaviour of the observed data, and investigate whether they are superior

to those obtained with approximation forms that do not (such as polynomials and

splines). It is important to specify that we will consider two types of problem

1. The approximation of data that has a specified type of asymptotic behaviour

that is known beforehand. An example of such a problem is the modelling

of data from an experiment where there is some theoretical knowledge of the

physics of the experiment that provides knowledge of the asymptotic behaviour.

2. The approximation of data that has an implied asymptotic behaviour based

on the shape of the data in question, but for which there is no theoretical

justification.

Within this project, approximation of data that falls into the second of these categories

is dealt with more frequently than the first.

1.9 Example applications from industry

This chapter has highlighted some of the properties of rational functions that make

them a particularly appropriate form for modelling the kinds of asymptotic behaviour

exhibited by many physical systems. These types of asymptotic behaviour are found

to occur in many of the physical systems currently being investigated by the National

Physical Laboratory (NPL) in the area of Metrology, and explains their interest in
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this project. An example from physics that illustrates a problem suitable for rational

functions is the approximation of the solution of the Blasius equation.

1.9.1 The Blasius equation

The Blasius equation occurs in the boundary layer problem of hydrodynamics, and is

a differential equation which can be expressed as

d3y

dx3
+ y

d2y

dx2
= 0 (1.46)

subject to the boundary conditions y(x) = y′(x) = 0 at x = 0 and y′(x) → γ as x →
∞, where γ is a known positive constant. We see immediately from the last of these

boundary conditions that the solution to this equation has the asymptotic behaviour

described in section (1.8.7) and is therefore a suitable candidate for approximation

using a polynomial ratio. Finding rational function solutions to the Blasius equation

(1.46) has been studied by Mason [37].

1.9.2 Mesopic efficiency functions

Another application of rational forms is the approximation of data that has been used

to calculate a mesopic efficiency function. This is an experiment undertaken by City

University, the aim of which is to model the sensitivity of the eye to light of a variety

of wavelengths. Data have been collected experimentally from an experiment which

records the length of time it takes a human subject to respond to light signals of

differing wavelength and intensities. As it is known that the human eye can only de-

tect electromagnetic radiation lying inbetween infra-red and ultra-violet wavelengths,

we know that the response variable will decay to zero as wavelength increases and

decreases. The actual data from one of these experiments are shown in figure 1.8 .

This particular experiment and approximation of the recorded data is discussed again

in chapter 4.
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Figure 1.8: Experimental data from the mesopic efficiency experiment.
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Chapter 2

EXISTING METHODS FOR FITTING RATIONAL

APPROXIMATIONS

2.1 Introduction

In this chapter we describe some of the more popular methods used for fitting rational

approximations of the form (1.25) to discrete data or functions. Some of these meth-

ods have been proved to converge to a best approximation in certain norms. The

majority of the methods presented here are used at some stage in the thesis, with

others mentioned only to illustrate areas of rational approximation that have been

researched and found not to be directly applicable to the project. We also describe

some common non-linear optimization techniques that may be used to fit rational

functions.

2.2 The Loeb algorithm

Loeb’s algorithm is a weighted iterative procedure that can be used to fit a generalised

rational function to a set of discrete data points {(xi, fi)}N
i=1. Instead of minimising

the norm of the residual vector (1.28), the algorithm works by solving

min
p(k),q(k)

‖∆(k)(p(k),q(k),x)‖ (2.1)

at iteration k where ∆(k) ∈ RN is the vector with ith element

∆
(k)
i =

1

Qm(q(k−1), xi)
(Pn(p

(k), xi) − fiQm(q(k), xi)). (2.2)

The function (Qm(q(k−1), x))−1 is treated as a known weight function, and is ob-

tained by evaluating the denominator function using the parameters q(k−1) from the
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previous iteration. The result of this is that the original nonlinear approximation

problem has been simplified to an iterative weighted linear problem, with the fixed

weight vector replacing the denominator function. The approximation parameters

are usually normalised by setting q0 = 1 and the algorithm initialised with weight

Qm(p(0),q(0), x) = 1. Variation of the choice of start weight has been found to have

very little effect on the performance of the algorithm.

The Loeb algorithm may be applied to any norm , although it was originally suggested

for the ℓ∞ norm by Loeb [32] and subsequently for the ℓ2 norm by Whittmeyer [53].

Barrodale and Mason [7] apply the Loeb algorithm to fit approximations to discrete

data using the ℓ1, ℓ2 and ℓ∞ norms. This method is attractive due to its ease of imple-

mentation, although it is sometimes unreliable due to lack of convergence. From our

experience with the algorithm, we found it to converge in the vast majority of cases

and when it does converge it does so to good approximations, particularly for least-

squares problems. These findings are also verified by the results of Barrodale and

Mason [7] who have used the method to approximate a large number of functions, in-

cluding those with poles. A drawback of the algorithm is that, as far as we are aware,

there is no convergence proof for the algorithm, and when used for least-squares prob-

lems even if the algorithm does converge, it is almost certain not to converge to a best

approximation [7]. Despite this, the parameters obtained from one or two iterations

of the Loeb algorithm are often a good choice of start parameters for classical opti-

misation methods such as Newtons method (described in section 2.8.1). We have also

noticed that the application of optimisation methods from these start parameters,

only generates a very minor improvement in the quality of the approximation.

2.2.1 Least-squares approximation with the Loeb algorithm

We now describe application of the Loeb algorithm to the specific case of least-squares

approximation with polynomial ratios, as it will be applied extensively throughout the
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thesis. For the ℓ2 rational approximation problem we wish to minimise the quantity

N∑

i=1

(

fi −
P (p(k), xi)

Q(q(k), xi)

)2

, (2.3)

at iteration k. We linearise this quantity by multiplying each residual by the denom-

inator and a fixed weight term w
(k)
i to give

N∑

i=1

w
(k)
i

(

fiQ(q(k), xi) − P (p(k), xi)
)2

, (2.4)

where the weight

w
(k)
i =

1

Q(q(k−1), xi)
(2.5)

is chosen to simulate the effect of the denominator. The use of a fixed weight reduces

the problem to a linear system which can be solved easily.

Because of the normalisation condition q0 = 1, we can write (2.4) as

N∑

i=1

w
(k)
i

(

fi + fi

m∑

j=2

q
(k)
j xj

i −
n∑

j=1

p
(k)
j xj

i

)2

. (2.6)

and this least-squares problem can be represented in matrix form at iteration k as

W (k)f = WCd(k). (2.7)

Here the observation matrix C ∈ RN×(m+n+1) is defined by its i, jth element

Cij = xj
i , (j = 1, . . . , n+ 1), (2.8)

Cij = −fix
(j−(n+1))
i , (j = n+ 2, . . . , m+ n+ 1), (2.9)

W (k) ∈ RN×N is a diagonal matrix of weight terms defined by its i, jth element

W
(k)
ii = w

(k−1)
i , (i = 1, . . . , N), (2.10)

W
(k)
ij = 0, (i 6= j), (2.11)

and d(k) = {p(k)
0 , . . . , p

(k)
n , q

(k)
1 , . . . , p

(k)
m } ∈ Rm+n+1 is the vector of approximation

parameters at step k. The Loeb algorithm is then easily implemented by solving the

linear least-squares system (2.7) using QR factorization (1.6.1).
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2.2.2 Ill-conditioning associated with the Loeb algorithm

The matrix C defined in equation (2.8) is susceptible to ill-conditioning as a conse-

quence of its structure. Furthermore, this ill-conditioning is not dependent on the

choice of polynomial basis used. To illustrate this, we compare the condition num-

ber of the matrix C formed from a degree (5, 5) polynomial ratio using a monomial

basis and a Chebyshev polynomial basis. As data points we take 51 equally spaced

abscissae on [−1, 1] at which we evaluate the function cos(x) to represent the data

points fi. Forming the observation matrix C using the monomial basis leads to a

condition number of 6.266 × 109 while the same matrix calculated with Chebyshev

polynomial basis has condition number 5.155 × 109. Approximation using polynomi-

als with uniformly spaced abscissae results in ill-conditioning [40], but if we change

the abscissae to be the zeros of the degree 51 Chebyshev polynomial basis function

T51(x) the condition number of C (using Chebyshev bases) is now 4.517 × 109. The

use of Chebyshev basis functions that are evaluated at Chebyshev zeros gives a well

conditioned system of equations [40], but in this case it is not so, and we conclude

that the ill-conditioning is associated with the Loeb method itself.

In an attempt to improve the conditioning we tried degree (5, 5) rational functions

defined with different orthogonal polynomial basis functions in numerator and de-

nominator. The condition number for a selection of these different choices is shown

in table 2.1.

We can explain the possible reasons for this ill-conditioning by writing the matrix

C as
(

P
∣
∣
∣BQ

)

(2.12)

where P and Q are the standard observation matrices obtained from the numerator

and denominator basis functions {φi(x)}n
i=0 and {ψj}m

j=1 respectively (1.25), and B is

the diagonal matrix with ith diagonal element Bii = fi and all other elements equal

to zero. The matrix B has the effect of multiplying row i of Q by the constant value
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Table 2.1: Effect on condition number on choices of orthogonal polynomial basis
functions

Numerator basis Denominator basis Cond(C)

Chebyshev Monomial 4.024 × 109

Chebyshev Legendre 4.189 × 109

Legendre Chebyshev 5.130 × 109

Hermite Monomial 1.088 × 1011

fi, and so when we use the same basis functions in numerator and denominator we

end up with columns that are identical up to a diagonal matrix multiplication. Now

if we consider the case of approximating data from a function having almost zero

gradient, using monomial basis functions then we will have column j of P almost

equal to column j + 1 of Q and such linear dependence between columns will result

in serious ill-conditioning or numerical rank deficiency.

This is of particular importance when bearing in mind the kind of approximation

problems that we are interested in as described in sections (1.8.7) using monomial

basis functions. In such cases the multiplicative function values fi ≃ xk
i for integer

values k (1.39), which leads to linear dependence between certain columns of P and

Q.

The conditioning is reasonable (in the region of 106) for degree (n,m) approximations

for which n + m ≤ 8 but quickly becomes worse for higher degrees. We have also

observed that in general when using a monomial basis, the condition number of C

is minimal for the choice of degree with n = m. This will be due to the fact that

the matrices P and Q are themselves monomial basis observation matrices, which are

generally ill-conditioned to start with. The highest degree monomial basis function

contained in C will be xmax(n,m) and clearly max(n,m) is minimised when n = m.
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Observations on the behaviour of Loeb’s algorithm

For least-squares problems, we have found that the Loeb algorithm is very easy to ap-

ply and in general gives good approximations, that are only slightly poorer in quality

to those obtained using optimisation techniques. However, after extensive use of this

algorithm, we have noticed some patterns of behaviour that are worth mentioning.

Firstly, it appears that in a large number of cases where the algorithm fails to converge

it seems to do so through a poor choice of degree for the shape of the data. As an

example, a degree (3,3) polynomial ratio was used to approximate 51 sampled points

of the function f(x) = e−x2
on the interval [−4, 4], with a small amount of gaussian

noise present. Convergence was defined as occurring when the Chebyshev norm of

the difference between the solution vectors from two successive iterations was less

than 10−10. Using the Loeb algorithm to fit the (3,3) polynomial ratio, convergence

still had not occurred after 250 iterations. However, by approximating with a (2,2)

polynomial ratio, the algorithm converged within 10 iterations, despite having two

less approximation parameters than the (3,3) degree approximation. This behaviour

has been observed in other cases also, usually when the function being approximated

is even, and the degree of the approximant is odd (and vice versa).

Another observation is that the algorithm can often get ’stuck’ and solution pa-

rameters from successive iterations will oscillate between 2 or more sets of solution

parameters. In some cases the algorithm has been seen to get stuck between a set

of 6 distinct sets of solution parameters. In all cases where we have observed this

behaviour, at least one of sets of parameters yields an approximation that contains

poles in the approximation range. In such cases, it is possible to choose to terminate

the algorithm choosing the best set of parameters from the set that the algorithm

oscillates between. This behaviour is most commonly seen when the degree of the

approximant is too small and can be overcome by increasing the degree of numerator

or denominator (or both).
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2.3 The Differential Correction Method (DCM)

The differential correction method is an iterative algorithm specific to the ℓ∞ norm,

and is proven to converge to the best Chebyshev rational approximation on a discrete

data set. The algorithm as we describe it here is specific to the case of approximation

with polynomial ratios. The DCM has two variations, the first of which was put

forward in [12]. We describe here the modified version given in [11] in which a proof

of (at least linear) convergence is also given.

Starting with the same data points and approximation problem described in (2.2), the

DCM begins by choosing an arbitrary initial rational functionR(0)(x) = P (0)(x)/Q(0)(x)

where we define

P (k)(x) = Pn(p(k), x), (2.13)

Q(k) = Qm(q(k), x), (2.14)

for ease of notation. The only restriction placed on R(0) is that it has no poles within

the interval of approximation. Then at iteration k, denote the maximum current

approximation error as

∆(k) = ‖f − R(k)(x)‖∞, (2.15)

and then minimise the quantity

δ(k) = max
1≤i≤N

{
|fiQ

(k+1)(xi) − P (k+1)(xi)| − ∆(k)Q(k+1)(xi)
}

(2.16)

is minimised with respect to the parameters p(k),q(k) subject to the constraint

‖Q(k+1)(x)‖∞ = 1. (2.17)

The algorithm terminates when we find a function R(k+1)(x) such that δ(k) ≥ 0 and

the best approximation is then given by R(k)(x).

The original DCM [12] varies from the modified version only in the definition of δ(k)

which becomes

δ(k) = max
1≤i≤N

{ |fiQ
(k+1)(xi) − P (k+1)(xi)| − ∆(k)Q(k+1)(xi)

Q(k)(xi)

}

. (2.18)
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The modified version of the DCM was widely in favour of the original version due

to its proved linear convergence properties, however, the original version was subse-

quently proved to have quadratic convergence [27].

There are a number of variations of the DCM that have been published, most in-

volving some form of constrained approximation. Kauffman and Taylor implement

a version that allows linear constraints to be placed on the approximation parame-

ters [28] as well as another version that places a strictly positive lower bound on the

denominator function [29]. Gugat [25] presents an implementation of the algorithm

that forces the denominator to be bounded above and below by continuous functions.

The general DCM was also extended by Cheney and Powell [13] for approximation us-

ing generalised rational functions and proved to have superlinear convergence subject

to a unique solution.

2.4 Other work on rational approximation

In addition to the Differential Correction method and its variants, there are a num-

ber of other methods for fitting Chebyshev rational approximations, for both discrete

data, and function approximation. The exchange algorithm of Remes [14] is another

method often referred to, and is the rational equivalent of the exchange algorithm

used to fit best linear Chebyshev approximations. Kauffman, Leeming and Taylor

[20] consider an approach using a combined Remes-Differential correction method for

fitting approximations on subsets of [0,∞), and another method for approximation

on the same interval using polynomial reciprocals [19]. A number of other methods

of fitting Chebyshev rational approximations are put forward by Maehly in [34, 35].

We have not found a great deal of material in the field of least-squares rational approx-

imation. There is a huge amount of material and research on nonlinear least-squares

optimisation methods, but we have only found a small amount of material specifically

concerning rational approximation of discrete data. The paper of Pomentale [45] deals
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with fitting pole free least-squares rational approximations with a denominator func-

tion Q(x) bounded below by a parameter ǫ > 0. We have also found some research

on complex variable least-squares rational approximation [5]

2.5 Padé approximation

The area of Padé approximation is very large and there is a considerable amount of

literature in this field, and for this reason, any discussion of rational approximation

would be incomplete without mentioning Padé approximations. Let us assume that

we are trying to approximate a function, and that this function can be defined by a

power series

f(z) =
∞∑

i=0

fiz
i. (2.19)

If there exist two polynomials Pn(z) and Qm(z) of degrees n and m respectively such

that

Qm(z)f(z) − Pn(z) = O(zn+m+1), (2.20)

then the function πnm = Pn/Qm is called the Padé approximant of order (n,m) of

f(z). It can be viewed as matching the power series f(z) truncated at the (n+m+1)th

term. This definition has been taken from [43] which also describes how to calculate

the Padé approximant as follows. If we express the polynomials P,Q by

Pn(z) = anz
n + . . .+ a1z + a0,

Qm(z) = bmz
m + . . .+ b1z + b0,

we can see that condition (2.20) is equivalent to equating the coefficients of zk to zero

for the function Qm(z)f(z) − Pn(z) for values k = 0, . . . , n + m. This leads to the

requirements

a0 = f0b0,

a1 = f0b1 + f1b0,

. . .

an =
∑min(n,m)

i=1 fn−ibi + fnb0,
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and

b0fn+1 + b1fn + . . .+ bmfn−m+1 = 0,

b0fn+2 + b1fn+1 + . . .+ bmfn−m = 0,

. . .

b0fn+m + b1fn+m−1 + . . .+ bmfn = 0,

where fi = 0 when i < 0. The second system of equations above always has a solution

as it is a linear system of m equations in m+ 1 unknowns b0, . . . , bm, from which the

coefficients of Pn(z) are easily obtained using the first system of equations above.

There is a large amount of research into Padé approximation, not only in the uni-

variate case but in the multivariate case too [16],[1]. Other areas are Newton-Padé

approximation [17], Vector Padé approximation and multipoint Padé approximation.

As the specific problem that this project is faced with is approximation of discrete

data rather than functions (or their power series expansions), we have found that

the field of Padé approximation is not directly applicable to the project. It has been

mentioned due to the fact that makes a large contribution to the area of rational

approximation as a whole.

2.6 Appel’s algorithm

We consider the specific problem of approximating data exhibiting exponential decay

as described in section 1.8.6. A suitable approximation form for this purpose is a

rational approximation R(x) of the form

R(x) =
s(x)

(Qm(q, x))r
, (2.21)

where s(x) is a specified fixed function, Qm(q, x) is a linear denominator function as

defined in (1.25), r ∈ Z is suitably chosen to model decay effectively. This form can

be fitted to a discrete data set with a simple one step algorithm due to Appel [3]

which we now describe. At each data point x we have an error component e(x) given
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by

f(x) = R(q, x) + e(x). (2.22)

Substitution of (2.21) into this equation gives

Qm(q, x) =

(
s(x)

f(x) − e(x)

) 1
r

=

(
s(x)

f(x)

) 1
r
(

1 − e(x)

f(x)

)− 1
r

. (2.23)

Taking a Taylor expansion of the second term of the right hand side of (2.23) and

ignoring quadratic and higher order terms gives

Qm(q, x) ≈
(
s(x)

f(x)

) 1
r
(

1 +
e(x)

rf(x)

)

, (2.24)

and so

G(x)Q(q, x) − rf(x) ≈ e(x), (2.25)

where

G(x) = rf(x)

(
f(x)

s(x)

) 1
r

. (2.26)

Thus we can expect to obtain (close to best) approximations to the nonlinear problem

min
q

‖R(q, x) − f(x)‖, (2.27)

by solving the linear approximation problem

min
q

‖G(x)Q(q, x) − rf(x)‖. (2.28)

2.7 Non-Uniform Rational B-Splines

Non-uniform rational B-splines (NURBS) are another kind of widely used rational

function. These are not only used within the field of approximation, but are very

powerful tools for shape representation and are used extensively within the area of

computer aided geometric design (CAGD) and within CAD software. A NURBS

curve is a parametric curve that is a weighted combination of fixed geometric points

called control points multiplied by ratios of B-Spline basis functions. The following
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formal definition of a NURBS curve is taken from [44]. A degree p NURBS curve

C(u) is defined over a parametric interval [a, b] by

C(u) =

n∑

i=0

Ni,p(u)wiPi

n∑

i=0

Ni,p(u)wi

, a ≤ u ≤ b (2.29)

where Pi are the set of n + 1 control points, wi > 0 are the weights associated with

each control point, and Ni,p(u) are the degree p B-Spline basis functions defined on

the knot vector

U = a, . . . , a
︸ ︷︷ ︸

p+1

, up+1, . . . , um−p−1, b, . . . , b
︸ ︷︷ ︸

p+1

.

The interval [a, b] is commonly assumed to be [0, 1], and the curve is often defined in

the form

C(u) =
n∑

i=1

Ri,p(u)Pi, (2.30)

where

Ri,p(u) =
Ni,p(u)wi

n∑

i=0

Ni,p(u)wi

, (2.31)

are called the rational basis functions. The number of control points (n + 1), the

degree p, and the number of knots (m+ 1) are related by

m = n+ p + 1. (2.32)

Each weight wi is associated with control point Pi and describes the affinity that the

curve has for that control point. If the weight of a control point is increased, then the

effect is that the curve will be more strongly attracted to its control point. This is

illustrated in figure 2.1, where the curve labelled NURB2 has a weight of 5 times that

of curve NURB1 associated with the second control point. This also illustrates why

NURBS are a powerful tool for designers and users of CAD software, as control points

and weights can be manipulated until the desired curve or surface shape is obtained.
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Figure 2.1: The effect of increasing a control point’s weight.

The theory of NURBS also has links with projective geometry [21]. NURBS have not

been directly utilised in this thesis, but a study of NURBS motivated the work of

chapter 3.

2.8 Classical non-linear optimization techniques

The solve rational approximation problems described previously, we need to find a

set of parameters that minimise a multi-dimensional non-linear error surface. This is

a typical example of the kind of problems that can solved with the use of classical

optimisation methods. A general optimisation problem requires the minimisation of a

function f : Rn → R, called the objective function, with respect to a set of parameters

a ∈ Rn. An unconstrained optimisation problem is one where there are no restrictions

on the values of the parameter vector a. If we are required to minimise f(a) subject

to the restriction that

a ∈ Ω,

where Ω ⊂ Rn, then the problem is referred to as a constrained optimisation problem,

and the set Ω is termed the feasible set or constraint set. In this thesis we will mainly
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be concerned with unconstrained approximation problems, although we will look at

constrained problems when we wish to fit rational approximations that are without

poles in the approximation range. There are a large number of optimisation methods

available, with many being subtle variants of others [50], [15]. We now describe some

of the more commonly used optimisation methods that we will use in later chapters.

The descriptions for the Newton, Gauss-Newton, and Levenberg-Marquardt methods

presented here are summarized versions of the explanations given in [15], using a very

similar notation.

2.8.1 Newton’s method

We present a summarized version of the description of Newton’s method as given

in [15]. Suppose we are given a n-dimensional objective function h(a) which we wish

to minimise with respect to the parameters a = (a1, . . . , an). Provided that h(a)

has continuous first and second derivatives, we can obtain a Taylor series expansion

of h about an arbitrary point a(k). Neglecting terms of order three and above, this

expansion about a(k) will be denoted by q(a) and is given by

q(a) = h(ak) + (a− ak)T∇h(ak) +
1

2
(a− ak)TH(ak)(a− ak), (2.33)

where H(ak) is the Hessian matrix of h at ak defined by its i, jth element

Hij(a
(k)) =

∂2h

∂ai∂aj

(a(k)), (2.34)

and ∇h(a(k)) ∈ Rn is the gradient vector having ith component

(∇h(a(k)))i =
∂h

∂ai
. (2.35)

The function q(a) provides a quadratic approximation to the objective function h

in the neighbourhood of a(k) and has the same first and second derivatives as h

at this point. The principle behind the Newton method is to then minimize the

approximation q(a) instead of the objective function itself, and then use this minimum
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as a new point at which to construct another Taylor approximation. The process then

continues iteratively until convergence of the a(k) occurs (although convergence is not

guaranteed), at which point a minimum of h has been obtained.

The function q(a) is quadratic and has a unique stationary point at the value astat

that satisfies

0 = ∇q(astat). (2.36)

The function ∇q(a) is given by

∇q(a) = ∇h(a(k)) +H(a(k))(a − a(k)), (2.37)

and will be equal to zero at the point astat given by

astat = a(k) −H(a(k))−1∇h(a(k)) (2.38)

This will be a minimum provided that the Hessian matrix at a(k) is positive definite.

Since this minimum forms the starting point of the next iteration, the process can be

defined recursively as

a(k+1) = a(k) + ∆a(k), (2.39)

where ∆a(k) is given by the solution to

H(a(k))∆a(k) = −∇h(a(k)), (2.40)

and is referred to as the update parameter at iteration k.

The Newton method works well provided that the Hessian is positive definite. How-

ever, even if this is the case convergence cannot always be guaranteed unless the

start point a(0) is reasonably close to the true minimum of the objective function

h. In spite of this, however, Newton’s method is a popular method as it is proven

to converge quadratically [15] when implemented with a choice of start parameter

close to the solution. Despite the quadratic convergence, the Newton method can be

computationally expensive due to the calculation of the Hessian matrix.
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2.8.2 The Gauss-Newton method

When applying Newton’s method to a nonlinear least-squares problem, the objective

function we are trying to minimize is of the form

h(a) =

m∑

l=1

(el(a))2 = e(a)Te(a), (2.41)

where e(a) ∈ R
m is the vector of approximation errors or residuals as defined in (1.4).

Application of Newton’s method to solve this problem requires the calculation of the

Hessian and the gradient of the objective function h. The gradient vector ∇h(a)

(2.35) for this problem can be expressed as

∇h(a) = 2J(a)Te(a), (2.42)

where J(a) represents the Jacobian matrix of e evaluated at a and is defined by its

i, jth element

J(a)ij =
∂ei

∂aj
(a). (2.43)

The i, jth component of the Hessian matrix of h evaluated at a is given by

Hij(a) =
∂2h

∂ai∂aj

(a) (2.44)

=
∂

∂ai

(

2

m∑

l=1

el(a)
∂el

∂aj
(a)

)

(2.45)

= 2
m∑

l=1

(
∂el

∂ai

(a)
∂el

∂aj

(a) + el(a)
∂2el

∂ai∂aj

(a)

)

. (2.46)

The first term on the right hand side of the last line of equation (2.44) can be seen

to be the i, jth element of the matrix 2J(a)TJ(a), and so we can write the Hessian

matrix as

H(a) = 2(J(a)TJ(a) + S(a)), (2.47)

where S(a) is the matrix with i, jth element

Sij(a) = ei(a)
∂2ei

∂ai∂aj
(a). (2.48)
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With the Hessian and gradient calculated, the application of Newton’s method (2.39)

to the problem (2.41) is given by

a(k+1) = a(k) + ∆a(k), (2.49)

where the update parameter is given by the solution to

(J(a(k))TJ(a(k)) + S(a(k)))∆a(k) = −2J(a(k))Te(a(k)). (2.50)

When the objective function h has low curvature around a(k), its second partial deriva-

tives that form the elements of the matrix S(a) are often very small and so can be

ignored. When the matrix S(a) is omitted from the calculation of the update param-

eter, equation (2.50) reduces to

J(a(k))TJ(a(k))∆a(k) = −2J(a(k))Te(a(k)), (2.51)

which are the normal equations for the solution to the overdetermined system

J(a(k))∆a(k) = −e(a(k)). (2.52)

The method described above is referred to as the Gauss-Newton method, and is a pop-

ular choice of algorithm for solving nonlinear least-squares problems. A nice feature

of the Gauss-Newton method is that it only requires knowledge of the first derivatives

of the residual vector e(a), thus avoiding the potentially expensive calculation of the

Hessian. The method works well when the objective function h(a) has low curvature

(and hence small second derivatives), and as a result the matrix J(a)TJ(a) is a good

approximation to the Hessian matrix. When the objective function exhibits high cur-

vature, this approximation is less good and the Gauss-Newton method may fail to

converge. In this case better results may be obtained using Newton’s method. When

it does converge, the order of convergence of the Gauss-Newton method is linear. As

with the Newton method, the Gauss-Newton method is not guaranteed to work well

for choices of start parameter that are not close to the true solution. In regions of
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high curvature, it is not guaranteed to converge, even if it is arbitrarily close to a

local minimum.

An important point for consideration is the positive definiteness of the matrix J(a)TJ(a).

If this is not the case then even if the algorithm does converge it may not converge to a

local minimum. This is also true of the Newton method if the Hessian is not positive

definite. This problem can be overcome with the use of the Levenberg-Marquardt

algorithm which is described below.

2.8.3 The Levenberg-Marquardt algorithm

Application of either the Newton or Gauss-Newton methods generates at each itera-

tion k an update parameter ∆a(k) from which we obtain the next parameter

a(k+1) = a(k) + ∆a(k).

When close to the minimum, the search direction given by

d(k) = a(k+1) − a(k),

is such that the objective function decreases at each iteration

f(a(k+1)) < f(a(k)),

and when this is the case, the search direction is said to point in a descent direc-

tion. When the matrix J(a)TJ(a) is not positive definite, the search direction is not

guaranteed to point in a descent direction. To ensure a descent direction with each

iteration it is possible to calculate the update parameter from the equation

(J(a(k))TJ(a(k)) + µkI)∆a(k) = −J(a(k))Te(a(k)), (2.53)

where the parameter µk is chosen to be such that the matrix

Ak = J(a(k))TJ(a(k)) + µkI, (2.54)
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is now positive definite. We can be certain of the positive definiteness of Ak for

sufficiently large µk for the following reason. We will denote the set of eigenvalues of

JTJ by

λ1, . . . , λm,

which may or may not be distinct. By definition, if JTJ is not positive definite, then

at least one of these eigenvectors is not positive. The eigenvalues of the matrix Ak

will be

λ1 + µk, . . . , λm + µk,

due to the fact that

Akci = (JTJ + µkI)ci

= JTJci + µkIci

= λici + µkci

= (λi + µk)ci,

where the vector ci is the eigenvector with corresponding eigenvalue λi. Thus if the

value of µk is large enough (larger than the smallest eigenvalue λi), the eigenvalues

of Ak will be positive and therefore Ak will be positive definite.

There are a number of heuristic algorithms for choosing the value of µk. Usually the

value is increased whenever the value of the error increases at a particular iteration.

In such cases, the value of µk is increased by a factor until there is a decrease in

the error. Similarly, when the error is decreasing steadily, then the value of µk is

decreased at each iteration. A method similar to this was originally proposed by

Marquardt [36].

The method described above is referred to as the Levenberg-Marquardt algorithm and

is described in greater detail in [41]. A similar approach may be used for the Newton

method to ensure positive definiteness of the Hessian by addition of a multiple of the

identity matrix. The Levenberg-Marquardt method is more robust than the Gauss-

Newton method and is not as reliant on a good choice of start parameter in order
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for convergence to occur. In addition, there are some variations of the Levenberg-

Marquardt algorithm that have been shown to be globally convergent [42].

Application of the Gauss-Newton method to generalised rational approximation

We have defined a generalised rational function in section 1.7 as

Rn
m(p,q, x) =

Pn(p, x)

Qm(q, x)
=

∑n
i=0 piφi(x)

∑m
j=0 qjψj(x)

. (2.55)

and the rational approximation residual vector e(p,q) as the column vector that has

ith element

ei(p,q) = fi −Rn
m(p,q, xi). (2.56)

Evaluation of the partial derivatives of e with respect to the approximation parameters

then gives required elements of the Jacobian matrix (2.43) and these are given by

∂ei
∂pj

=
φj(xi)

Qm(q, xi)
j = 0, . . . , n

∂ei
∂qk

= ψk(xi)
Pn(p, xi)

(Qm(q, xi))
2 k = 0, . . . , m.

(2.57)

If we define the vector of approximation parameter estimates at iteration k as

a(k) = (p
(k)
0 , . . . , p(k)

n , q
(k)
0 , . . . , q(k)

m )T , (2.58)

then we can define the Jacobian matrix J ∈ RN×(m+n+2) as the matrix with i, jth

element

Jij =
φj−1(xi)
Qm(q, xi)

j = 1, . . . , n+ 1,

Jij = ψj−(n+2)(xi)
Pn(p, xi)

(Qm(q, xi))
2 j = n + 2, . . . , m+ n + 2.

(2.59)

With the Jacobian matrix given, we can now apply the Gauss-Newton method as

described in section 2.8.2.
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2.9 Summary

In this section we have presented some of the major areas of rational approximation,

some of which are utilised in the rest of the thesis. Some of the described methods

are not used anywhere in this thesis as they were found not to be directly applicable

to the specific problem addressed by the project. These methods are included here

as they were researched initially to assess suitability for the project, and also because

they are major components of the vast subject of rational approximation. The Loeb

algorithm and the nonlinear optimisation methods have been described in more detail

as they are used extensively in the future chapters.
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Chapter 3

EXTENSIONS OF THE LOEB ALGORITHM

3.1 Introduction

In this section we describe some modifications to the basic Loeb algorithm (2.2) that

provide good rational approximations that have been forced to share the asymptotic

behaviour exhibited by the data being approximated. In addition, we have found that

this type of approximation can have good extrapolation properties. A slightly modi-

fied version of Loeb’s algorithm is applied to fit rational functions with a constrained

asymptotic limit, and we compare the quality of the resulting approximations to those

obtained with the standard Loeb algorithm. We also introduce the semi-infinite ratio-

nal spline, which is a new rational form that is capable of having different asymptotic

limits as x → +∞ and x → −∞, and we show how to fit this form to discrete data

with the use of the Loeb algorithm.

3.2 Asymptotically constrained approximation using Loeb’s algorithm

In this section we look at the problem of approximating a set of discrete data that is

known to come from a function that has a specified asymptotic limit. We consider

the general problem of approximating a set of data {(xi, fi)}m
i=1 ⊂ R

2, on an positive

interval [α, β] where the fi are assumed to be sampled from an unknown function

f(x) that has the asymptotic limit

lim
x→+∞

f(x)

xγ
= µ (3.1)
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where µ ∈ R and γ ∈ Z+ are coefficients that are known prior to approximation. Our

aim is to use an approximation form that is forced to share the same asymptotic limit

(3.1) as the function f(x), and investigate whether this provides a better approxi-

mation than when we impose no constraints the approximant. This general problem

of approximating limits of the form (3.1), was described in sections (1.8.7),(1.8.5)

and (1.8.6), for the specific case of polynomial ratios, and in these sections, suitable

parameter constraints for fixing their asymptotic limits were derived. In this section

we apply these constraints and fit polynomials ratios to the data with the use of the

Loeb algorithm. We define our degree (n,m) polynomial ratio approximation form

by

Rn
m(p,q, x) =

n∑

i=0

pix
i

1 +
m1∑

i=1

qix
i

, (3.2)

where we have used the parameter normalisation condition q0 = 1.

We recall from Chapter 1 that a polynomial ratio will have the asymptotic limit (3.1),

provided that the following constraints are satisfied

n−m = γ, (3.3)

pn = qmµ. (3.4)

For the case where the limit (3.1) is defined with µ = 0 (the case of modelling asymp-

totic decay to zero), then the only constraint we require for a suitable polynomial

ratio approximant is n < m.

Given a polynomial ratio Rn
m(x) that has degrees m,n chosen to satisfy (3.3), we can

enforce the parameter constraint (3.4) directly within the definition of Rn
m(x) by sub-

stituting pn with qmγ. Our approximating function Rn
m(x) is now explicitly defined
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by

Rn
m(p,q, x) =

n−1∑

i=0

pix
i + µqmx

n

1 +
m∑

i=1

qix
i

. (3.5)

Although this results in the loss of one free approximation parameter, the function

Rn
m(p,q, x) now has exactly the same limiting behaviour as the function we are ap-

proximating.

3.2.1 Adequate representation of asymptotic behaviour by the data

We next need to consider whether or not the data sufficiently represents the asymp-

totic behaviour specified in (3.1). We will assume that the interval of approximation

[α, β] contains data from the region where the function f(x) actually starts to exhibit

the asymptotic behaviour we are trying to model. If this is not the case, we would

have no justifiable reason to expect that an approximant with the same limit as f(x)

would provide a better choice of form than any other arbitrary form. To illustrate this

situation we look at figures 3.1 and 3.2 which show the same function f(x) = tanh(x)

on two different intervals. The interval in figure 3.1 is not an interval where the func-

tions asymptotic behaviour starts to take effect, unlike the one shown in 3.2, where

it can clearly be seen that the function values start to approach the asymptotic limit

as x → ∞.

3.2.2 Approximation of the data

Assuming that we have fixed the parameters of the approximant R(x) as described

previously, we can now apply the Loeb algorithm and fit R(x) to the data. The Loeb

algorithm is described in detail in section 2.2, but for this constrained problem, we

need to modify the observation matrix slightly. We recall that for the standard Loeb

algorithm we need to minimise the quantity (2.6), which is done by solving the least-
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Figure 3.1: y = tanh(x) on the interval [−1, 1.5]
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Figure 3.2: y = tanh(x) on the interval [−1, 4]

squares system (2.7). For the constrained problem described here, with the rational
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form (3.5), the ℓ2 error norm at iteration k is given by

N∑

i=1

w
(k)
i

(

fi + fi

m−1∑

j=1

q
(k)
j xj

i + (fix
m
i − µxn

i )q(k)
m −

n−1∑

j=0

p
(k)
j xj

i

)2

, (3.6)

with weight as defined in (2.5). We can then represent this weighted linear least-

squares problem at iteration k in matrix form by

W (k)f = WCd(k), (3.7)

where the observation matrix C ∈ RN×(m+n) is defined by its i, jth element

Cij =







xj−1
i j = 1, . . . , n

−fix
(j−n)
i j = n+ 1, . . . , m+ n− 1

µxj−m
i − fix

j−n
i j = n+m

.

The weighting matrix W (k) ∈ RN×N is defined in equation (2.10), and

d(k) = (p
(k)
0 , . . . , p

(k)
n−1, q

(k)
1 , . . . , p(k)

m )T ∈ R
m+n

is the vector of approximation parameters, obtained by solving the normal equations

for (3.7), or using QR factorisation.

3.2.3 Numerical results

We now present some results obtained from application of the asymptotically con-

strained Loeb method to some sample data sets.

Example 1. Sigmoid type functions

We took 51 uniformly spaced abscissae xi on the interval [−1, 4] at which we evaluated

function values fi = tanh(xi). These were approximated using a polynomial ratio of

degree (n,m). To implement the constrained Loeb algorithm for this problem, we

require the parameter constraints

n = m,

pn = qm,
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to ensure that the approximant has the same asymptotic limit as the function tanh(x).

We then applied this algorithm to the data with a choice of degrees m = n = 4, and

assumed that convergence at iteration k when

‖d(k) − d(k−1)‖∞ < 10−10. (3.8)

We then applied the standard Loeb algorithm to the same data using the same (4, 4)

polynomial ratio. A comparison of both algorithms is made in Table 3.1, and plots

of the approximation errors are shown in Figure 3.3, where e represents the residual

vector of the approximation obtained at convergence.

Table 3.1: Comparison of results from constrained and unconstrained Loeb algorithms
for approximation of tanh(x).

Algorithm Iterations ‖e‖2 Cond(C)

Unconstrained 7 5.6029 × 10−5 1.4077 × 105

Constrained 10 3.6370 × 10−4 5.8904 × 103

Example 2. Approximation of f(x), where f(x) → kx as x → ∞

We took the same set of abscissae values as in the previous example, and evaluated

the set of function values fi = f(xi) this time using the function

f(x) =
x

2(1 + e−x)
.

This function behaves like 1
2
x as x→ ∞, and so for a degree (n,m) polynomial ratio

approximation to behave similarly we need to set

n = m− 1,

pn = 1
2
qm.
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Figure 3.3: Error of degree (4, 4) polynomial ratio approximations to tanh(x) obtained
with constrained and unconstrained Loeb algorithms

As before, we applied both the constrained and the unconstrained Loeb algorithms to

this data using a degree (5, 4) polynomial ratio. The results for both of the resulting

approximations are shown in Table 3.2, and a plot of the different error curves is

displayed in figure 3.4.

−1 −0.5 0 0.5 1 1.5 2 2.5 3 3.5 4
−8

−6

−4

−2

0

2

4

6
x 10

−7

x

A
pp

ro
xi

m
at

io
n 

er
ro

r

Constrained Loeb
Unconstrained Loeb

Figure 3.4: Approximation error of degree (5, 4) polynomial ratios fitted using con-
strained and unconstrained Loeb algorithms
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Table 3.2: Comparison of results from constrained and unconstrained Loeb algorithms
for approximation of 0.5x(1 + e−x)−1.

Algorithm Iterations ‖e‖2 Cond(C)

Unconstrained 6 1.7162 × 10−7 4.4525 × 107

Constrained 7 2.4483 × 10−6 8.8900 × 105

3.2.4 Extrapolation of the data

We can see from the previous examples that the unconstrained algorithm provides a

better approximation than the constrained version, which we might naturally expect

as the constrained form loses one free parameter in order to satisfy (3.4). We also

note that the condition number of the observation matrix for the constrained version

is significantly smaller, which we would again expect to be the case through having

one less column. The constrained algorithm was specifically applied in an attempt

to improve approximations on the approximation interval itself, but our results show

that the algorithm is unsuccessful for this purpose. However, despite the apparent

lack of improvement on the approximation interval itself, we did make an interesting

observation on the behaviour of the approximations outside the interval. We found

that the approximation obtained using the constrained version is far superior to that

of the standard Loeb method when it comes to extrapolation outside the interval (in

the direction of the asymptotic limit we have modelled). This is illustrated in figure

3.5 which shows the extrapolation error of the approximations obtained from both

algorithms, plotted on an interval ten times larger than the approximation interval.

We obtain a similar improvement in the extrapolation error for the second example

3.2.3, however, it is not as good as for the constant limit asymptote. A proposed

reason for this is functions like that in the second example, will generally have an
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Figure 3.5: Extrapolation error of degree (4, 4) polynomial ratio approximations to
tanh(x)

asymptote of the form

y = a+ bx,

where a and b are real constants. Our algorithm constrains the asymptotic behaviour,

and this fixes the gradient b of the asymptote (3.2.4), but we have not specified any

constraint that will provide the correct value of the intercept a. In this case we would

expect our extrapolation error to converge to the value of the intercept a. This is

illustrated in figure 3.6 which shows the extrapolation error of both approximations

over a much larger interval. With the constant asymptote example, we do not have

the same problem, and so our constrained rational form has exactly the same limit

as the function being approximated.

When comparing the differences in asymptotic limits between the approximations

obtained from the two algorithms, we have always observed that the extrapolation

residuals from one algorithm are opposite in sign to those of the other, although we

are unclear as to exactly why this is so and cannot provide a theoretical reason for it.

In summary, we have found that the constrained algorithm yields a better conditioned

observation matrix, and generates good approximations that have much smaller ex-
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Figure 3.6: Extrapolation error of degree (5, 4) polynomial ratio approximations to
0.5x(1 + e−x)−1

trapolation errors than the unconstrained approximations. However, it has also been

found that there is no notable improvement in approximation error on the approxi-

mation interval itself, and also in general it takes a slightly larger number of iterations

to converge than the standard algorithm does.

3.3 Semi-infinite rational splines

We now introduce a new approximation form, motivated by the need to approximate

double sided asymptotic limits as discussed in section 1.8.8. Consider the approx-

imation problem described in section 1.8.8 where we wish to approximate a set of

data {(xi, fi)}m
i=1 ⊂ R2, where the fi come from a function f(x) having two specified

asymptotic limits

lim
x→−∞

f(x)

xα1
= µ1 (3.9)

lim
x→+∞

f(x)

xα2
= µ2 (3.10)

where µ1, µ2 ∈ R and α1, α2 ∈ N.

As in the previous section we wish to approximate this data with an approximant
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that has the same asymptotic limits (3.9),(3.10). A polynomial ratio with suitably

numerator and denominator degrees can be forced to share one of these asymptotic

limits, but it will rarely be able to have both. The exceptions will be for cases

where both asymptotic limits are zero (µ1 = µ2 = 0), or are constants of equal value

(µ1 = µ2 6= 0, α1 = α2 = 0).

To allow the two different asymptotic limits (3.9),(3.10) to be modelled simultane-

ously, we consider the following piecewise rational function defined by

Rn
m1,m2

(p,b, c, x) =







P (p, x)
B(b, x)

=

n∑

i=0

pix
i

1 +
m1∑

i=1

bix
i

= R−(p,b, x) for x ≤ 0

P (p, x)
C(c, x)

=

n∑

i=0

pix
i

1 +

m2∑

i=1

cix
i

= R+(p, c, x) for x ≥ 0

(3.11)

where p ∈ R(n+1),b ∈ Rm1 , c ∈ Rm2 are vectors of approximation parameters defined

in the usual way. With an appropriate choice of n,m1, m2, (3.11) provides a function

that can potentially model both of the asymptotic limits we require. The piecewise

rational functions (3.11) are defined in a way that ensures that Rn
m1,m2

(p,b, c, x) is

C0 continuous across the value x = 0 which behaves like a knot does in a spline

function. We will refer to functions of the form (3.11) as semi-infinite rational splines

(SIRS). We mention at this point that we could have chosen to define the SIRS with

a fixed denominator, and variable numerator. The reason for not doing so is that

by considering two denominator functions, we have more chance that our rational

approximation will have no poles. That is to say that it is possible for the function

R−(p,b, x) to have real poles (if there are any) for x > 0 and R+(p, c, x) to have

real poles for x < 0. In such cases, the resulting SIRS approximation will have no

poles anywhere on the real line. It is important to mention also that by the same

argument, it is possible that we are allowing twice as many poles to be present in
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the approximation by considering two seperate denominators, but we feel that the

variable denominator approach is favourable because of the potential for pole free

approximations to be fitted.

3.3.1 Continuity conditions at the knot

In an analogous way to splines, we now look at the conditions required for a SIRS

to be continuous at the knot at x = 0. As a consequence of its definition, the SIRS

already has C0 continuity at x = 0 as

Rn
m1,m2

(p,b, c, 0) = p0, (3.12)

for all possible values of q,b, c.

To obtain conditions for C1 continuity, we first evaluate the derivatives of R−(x) and

R+(x) with respect to x, and these are given by

R′
−(x) =

P ′(x)

B(x)
− P (x)

B(x)2
B′(x), (3.13)

R′
+(x) =

P ′(x)

C(x)
− P (x)

C(x)2
C ′(x). (3.14)

Evaluating these derivatives at the knot gives

R′
−(0) = p1 − p0b1, (3.15)

R′
+(0) = p1 − p0c1, (3.16)

which are equal (for non-zero p0) provided that

b1 = c1, (3.17)

and so we have C1 continuity at x = 0 if this constraint is satisfied. In the special

case of p0 = 0, the SIRS is C1 continuous for all possible choices of b, c.

Differentiating the functions (3.13),(3.14) again gives the second derivatives as

R′′
−(x) =

P ′′(x)

B(x)
− P ′(x)

B(x)2
B′(x) − P (x)

B(x)2
B′′(x)
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− B′(x)

(
P ′(x)

B(x)2
− 2P (x)

B(x)3
B′(x)

)

(3.18)

R′′
+(x) =

P ′′(x)

C(x)
− P ′(x)

C(x)2
C ′(x) − P (x)

C(x)2
C ′′(x)

−C ′(x)

(
P ′(x)

C(x)2
− 2P (x)

C(x)3
C ′(x)

)

, (3.19)

with values at the knot given by

R′′
−(0) = p2 − p1b1 − p0b2 − b1(p1 − 2p0b1), (3.20)

R′′
+(0) = p2 − p1c1 − p0c2 − c1(p1 − 2p0c1). (3.21)

If we assume that the conditions (3.17) for C1 continuity hold, the second derivatives

at the knot will be equal (for non-zero p0) provided that

b2 = c2, (3.22)

and hence the SIRS will be C2 continuous at x = 0 if this constraint is satisfied. We

could go on to obtain higher order continuity conditions, but will restrict ourselves

to the study of SIRS that are C2 continuous at the knot, as we feel it is sufficient for

our requirements.

3.3.2 Satisfying the continuity requirements

In a similar manner to that of section 3.2, we can explicitly satisfy the continuity

constraints (3.17) and (3.22) by substituting the parameters c1 and c2 with b1 and b2

respectively. We now redefine the SIRS accordingly as

Rn
m1,m2

(d, x) =







n∑

i=0

pix
i

1 +

m1∑

i=1

bix
i

= R−(x) for x ≤ 0

n∑

i=0

pix
i

1 + b1x+ b2x
2 +

m2∑

i=3

cix
i

= R+(x) for x ≥ 0

, (3.23)



62

where

d = (p0, . . . , pn, b1, . . . , bm1 , c3, . . . , cm2)
T

is the vector of combined approximation parameters. Although we have lost two

approximation parameters c1 and c2, the function (3.23) is now C2 continuous at

x = 0 for all values d, and is capable of modelling two different asymptotic limits as

x→ +∞ and x→ −∞.

Up to this point we have considered the knot at x = 0 to be fixed, the reason being that

the monomial basis functions xi evaluated at this point are zero (i 6= 0) which results

in the very simple continuity constraints we have derived. Had we used different

set of basis functions, such as Chebyshev polynomials, these constraints would be

significantly more complicated, since for an even integer n, the nth Chebyshev basis

function Tn(0) 6= 0. However, the use of monomial basis functions is likely to result

in numerical instability for approximation intervals far away from this knot at x = 0.

Another reason for consideration of a variable knot value is that the SIRS reduces

to a standard polynomial ratio if the knot value itself does not lie in the interval

of approximation. In order to avoid these problems, and in an attempt to provide

more flexibility, we consider approximating with a SIRS defined as a function of the

transformed variable

u = x− λ. (3.24)

In this way we have obtained a new shifted SIRS with knot at x = λ, (u = 0), defined

as a polynomial ratio in powers of u rather than x. Rn
m1,m2

(p,b, c, u) then provides us

with an approximation form that has exactly the same constraints for continuity at

the knot, as those derived for Rn
m1,m2

(p,b, c, x). We now describe an effective method

of fitting the SIRS to a discrete set of data.
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3.3.3 Least-squares SIRS approximation using Loeb’s algorithm

Now that we have defined a new approximation form (3.23) that has the required level

of continuity and asymptotic limits, we need a method of fitting it to data. Due to its

ease of implementation, we consider fitting least-squares SIRS approximations using

the Loeb algorithm (2.2). One of the reasons for this choice is that it can be easily

applied to the SIRS due to the way that the required continuity conditions are satisfied

immediately from its definition (3.23). The Loeb algorithm has already been discussed

and we now describe how to implement it for the SIRS. We are approximating the

data set {(xi, fi)}m
i=1 ⊂ R2, and firstly assume that the data points have been ordered

with respect to ascending values of the abscissae xi. To begin with, we choose the

knot λ to be the midpoint of the approximation interval, and define the integer t to

be the largest integer for which ut ≤ 0, where ut = xt − λ. Alternatively we could

take λ to be the median value of the abscissae xi in the case of non-uniformly spaced

abscissae. It seems sensible to ensure that we have an approximately equal number

of abscissae on either side of the knot, as we are approximating simultaneously with

R−(x) and R+(x). If this is the case we will approximate roughly half the data with

R−(x) and half with R+(x), and so this should prevent either one of these functions

from dominating the approximation. We will discuss other factors to bear in mind

when choosing the knot in a later section.

As we are approximating with R−(x) and R+(x) simultaneously, the observation

matrix A, needed to implement Loeb’s algorithm, is defined as having i, jth element
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Aij given by

Aij =







uj−1
i







i = 1, . . . , N,

j = 1, . . . , n+ 1

−fiu
j−n−1
i







i = 1, . . . , N,

j = n+ 2, n+ 3

−fiu
j−n−1
i







i = 1, . . . , t,

j = n+ 3, . . . , n+m1 + 1

0







i = 1, . . . , t,

j = n+m1 + 2, . . . , n +m1 +m2 − 1

0







i = t+ 1, . . . , N,

j = n+ 3, . . . , n+m1 + 1

−fiu
j−(n+m1+1)
i







i = t+ 1, . . . , N,

j = n+m1 + 2, . . . , n +m1 +m2 − 1

(3.25)

Once the observation matrix has been formed, we now require the Loeb weight vector.

This weight vector at iteration k will be denoted by w(k) ∈ RN , and is defined as the

vector having ith element

wk
i =

1

B(b(k), ui)
for i = 1, . . . , t, (3.26)

wk
i =

1

C(c(k), ui)
for i = t+ 1, . . . , N (3.27)

where b(k), c(k) are the denominator parameters obtained at iteration k. Given the

weight vector w(k), the modified SIRS Loeb algorithm proceeds by finding at the

(k + 1)th iteration the least-squares solution vector d(k+1) of the equation

Dwk

Ad(k+1) = Dwk

f (3.28)

where the matrix Dwk ∈ RN×N is the diagonal matrix with elements

Dwk

ii = wk
i , i = 1, . . . , N. (3.29)
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The algorithm is initialised by setting D0 as the N × N identity matrix, and then

applied until the solution vectors d(k+1) converge. If the knot is coincident with a

data point then we have to approximate using both spline functions at the knot. This

leads to the same abscissa value xi = λ having 2 rows in the observation matrix. If

we do this with for standard linear least squares methods, then the algorithm breaks

down as the observation matrix is not of full rank. We can do this with the SIRS as we

are fitting the same point twice but with different sets of approximation parameters.

We now present some results from the application of this algorithm.

Example 3

We will consider the approximation of the function f(x) = 2+ tanh(x) on the interval

[−4, 4]. This is exactly the type of function suitable for SIRS approximation as it has

asymptotic limits

lim
x→−∞

f(x) = 1, (3.30)

lim
x→+∞

f(x) = 3. (3.31)

We chose the abscissae vector x to consist of 50 uniformly spaced points on the interval

[−4, 4], with corresponding function values fi = 2 + tanh(xi).

We applied the Loeb algorithm described previously to fit a degree (5,5) SIRS to

this data set, with a choice of knot λ = 0. We also fitted a standard degree (5,5)

polynomial ratio to the data and used the same convergence criteria (3.8) for both

methods. We compare the resulting approximations in Table 3.3 and Figure 3.7.

We can clearly see that we get fast convergence to good approximations using both

forms. It also appears that the SIRS provides a superior approximation at the ends

of the interval, but performs less well in the vicinity of the knot. This is highly

likely to be due to the fact that the SIRS has only C2 continuity at the knot. Also,

because the SIRS has been constrained at the knot to ensure this level of continuity,

the approximation is less flexible in this region.
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Table 3.3: Comparison of SIRS (λ = 0) and polynomial ratio approximations to f(x)
fitted with Loeb’s algorithm.

Approximation Iterations ‖e‖2 Cond(C)

Polynomial ratio 6 5.3800 × 10−5 1.7366 × 106

SIRS 7 1.0226 × 10−4 5.6611 × 106
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Figure 3.7: Error curves from degree (5,5) polynomial ratio and SIRS approximations
to f(x) = 2 + tan(x).

3.3.4 Changing the position of the knot λ

For the data given in the previous example, the approximation obtained after conver-

gence did not contain any unwanted poles in the interval of approximation, but this

is not always the case for a given choice of λ. By changing the value of the knot, we

can obtain approximations that are pole-free on the range of interest as we show with

the following example. In addition, should the Loeb algorithm fail to converge for a

particular knot value we can modify the knot slightly and achieve convergence as the

next example illustrates.



67

Example 4.

We now approximate f(x) = tanh(x) on the same interval and number of points

as in the previous example. Again we choose degree 5 numerator and denominator,

and again we fix the knot at λ = 0. Using the same convergence criteria as for

the previous example, the algorithm went through 250 iterations and still failed to

converge, due to the oscillatory behaviour in the parameters as was described in

section 2.2.2. However, approximation of the data with a choice of knot λ = 0.5,

resulted in convergence after 21 iterations, to a very good approximation. Table 3.4

shows how the speed of convergence and quality of approximation varies according to

the value of the knot for this particular problem.

Table 3.4: The effect of variation of λ on the SIRS approximation.

λ Iterations ‖e‖2 Cond(C)

0.0 Failed - -

0.2 Failed - -

0.4 63 1.0396 × 10−4 1.7895 × 106

0.6 15 7.1490 × 10−5 2.3837 × 106

0.8 13 4.7651 × 10−5 4.1835 × 106

1.2 13 7.5587 × 10−5 2.0446 × 106

1.5 24 8.5695 × 10−5 4.8264 × 107

3.4 Variable numerator SIRS

We now consider another form of SIRS that incorporates a separate numerator for

each rational spline, providing the approximation form with greater flexibility. We
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define this new approximation form as

Rn1,n2
m1,m2

(g,h,b, c, u) =







G(g, u)
B(b, u)

=

n1∑

i=0

giu
i

1 +

m1∑

i=1

biu
i

= R−(g,b, u) for u ≤ 0

H(h, u)
C(c, u)

=

n2∑

i=0

hiu
i

1 +

m2∑

i=1

ciu
i

= R+(h, c, u) for u ≥ 0

,

(3.32)

where u = x− λ as before.

This type of SIRS is likely to provide greater flexibility due to the extra parameters

we have introduced. The parameter constraints needed to impose C2 continuity at

u = 0 are very similar to those for the single numerator SIRS described previously.

It is evident that the function (3.32) will be C0 continuous at the knot provided that

g0 = h0. (3.33)

The first derivatives of each component of (3.32) are given by

R′
−(u) =

G′(u)

B(u)
− G(u)

B(u)2
B′(u), (3.34)

R′
+(u) =

H ′(u)

C(u)
− H(u)

C(u)2
C ′(u). (3.35)

and evaluated at u = 0 take the values

R′
−(0) = g1 − g0b1, (3.36)

R′
+(0) = h1 − h0c1. (3.37)

Provided that g0 and h0 are non-zero, and assuming the C0 continuity constraint

(3.33) is satisfied, the variable numerator SIRS will be C1 at the knot if

g1 = h1 − g0(c1 − b1). (3.38)
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A simple set of constraints that can be used to ensure this equation is satisfied is to

set

g1 = h1, (3.39)

c1 = b1. (3.40)

It is clear that the use of these constraints is more restrictive than (3.38) and that their

use will result in us considering only a subset of all possible C1 SIRS for approximation

purposes. However, these constraints are much easier to enforce and once again they

can be implemented within the definition of the approximation form itself, allowing

us to avoid the use of complex constrained optimisation techniques.

For C2 continuity we need the second derivatives of the SIRS and these are given by

R′′
−(u) =

G′′(u)

B(u)
− G′(u)

B(u)2
B′(u) − G(u)

B(u)2
B′′(u)

− B′(u)

(
G′(u)

B(u)2
− 2G(u)

B(u)3
B′(u)

)

(3.41)

R′′
+(u) =

H ′′(u)

C(u)
− H ′(u)

C(u)2
C ′(u) − H(u)

C(u)2
C ′′(u)

−C ′(u)

(
H ′(u)

C(u)2
− 2H(u)

C(u)3
C ′(u)

)

, (3.42)

and at u = 0 take the values

R′′
−(0) = g2 − g1b1 − g0b2 − b1(g1 − 2g0b1), (3.43)

R′′
+(0) = h2 − h1c1 − h0c2 − c1(h1 − 2h0c1). (3.44)

If we assume that the conditions (3.39),(3.33) for C1 continuity are satisfied, we will

have C2 continuity at u = 0 if

g2 = h2, (3.45)

b2 = c2. (3.46)

As mentioned for the C1 parameters, the set of SIRS that satisfy the constraints

(3.33),(3.39) and (3.45) is only a subset of the set of all C2 continuous SIRS, however,
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the constraints derived here are attractive due to their simplicity and the ease with

which they can be satisfied. As before with the original SIRS, we will now impose

C2 continuity by redefining the SIRS with the constraints explicitly satisfied. The

resulting SIRS is now defined as

Rn1,n2
m1,m2

(d, u) =







n1∑

i=0

giu
i

1 +
m1∑

i=1

biu
i

, u ≤ 0

g0 + g1u+ g2u
2 +

n2∑

i=3

hiu
i

1 + b1u+ b2u
2 +

m2∑

i=3

ciu
i

, u ≥ 0

, (3.47)

where

d = {g0, . . . , gn1, h3, . . . , hn2, b1, . . . , bm1 , c3, . . . , cm2}T , (3.48)

is the vector whose elements are the remaining approximation parameters. As before

this form can be easily fitted with an appropriate modification of Loeb’s algorithm

similar to that shown in section 3.3.3. We now present some results from the appli-

cation of this method.

3.4.1 Examples of fitting the variable numerator SIRS

We have found that a variable numerator SIRS to data using the Loeb algorithm

yields an observation matrix that has significantly higher condition number than for

the fixed numerator SIRS and standard polynomial ratios. However, we have found

that we can usually ensure a condition number of the order 106 or less provided that

we keep to fairly low degrees of numerator and denominator. In general, we have

found that we get a condition number of 107 or less provided that

max(n1 +m1, n2 +m2) ≤ 8. (3.49)
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This is only a rough estimate based on our experience of repeated applications of the

algorithm to approximate data that is defined on intervals that are of a reasonable

size (intervals such as [-5,5] or even smaller). Over much larger intervals (such as

[-10,10] for example) then we are faced with poorer conditioning.

We now present some numerical examples that illustrate the improvement in approxi-

mation quality given by variable numerator SIRS compared with standard polynomial

ratios.

Example 5.

The function

f(x) =
x

1 + e−x
,

is a good example of a function having two different asymptotic limits, and so we ap-

proximated this at 100 equally spaced abscissae on the interval [-4,4], using the SIRS

R4,5
5,4 with initial knot value λ = 0. Table 3.5 shows how the SIRS approximation com-

pares with the standard polynomial ratio approximation of degree (5,4) to the same

data, and Figure 3.8 compares the approximation errors. This example illustrates

Table 3.5: Comparison of R4,5
5,4 (λ = 0) and degree (5,4) polynomial ratio approxima-

tions.

Approximation Iterations ‖e‖2 Cond(C)

Polynomial ratio 4 3.2004 × 10−5 6.8604 × 105

SIRS 6 6.9154 × 10−6 3.0789 × 106

the superior quality of the approximation using the SIRS over the polynomial ratio,

even though both approximations have roughly the same convergence and condition

number for the observation matrix.
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Figure 3.8: Error curves from degree (5,4) polynomial ratio and R4,5
5,4 approximations

to f(x).

Example 6.

We approximated f(x) = tanh(x) at 100 equally spaced points on [−5, 5], using a

degree (5,5) polynomial ratio and the SIRS R5,5
5,5. With an initial knot value of λ = 0

the SIRS converged to a solution in a reasonable number of iterations. The resulting

approximation had a comparable quality with the standard polynomial ratio, but had

the undesirable side effect of having 2 poles within the approximation interval. We

then tried to refit the data using various different values for the knot. The properties

of the resulting approximations are shown in Table 3.6. The standard degree (5,5)

polynomial ratio had an error norm of 2.9047 × 10−4, converged in 6 iterations and

had better conditioning than any of the SIRS knot values. This example clearly shows

that we can obtain convergence for a number of different values of the knot, and that

changing this value can result in better approximations, and can also result in the

elimination of poles from the range. This is something that cannot be done with the

standard Loeb algorithm. If the algorithm fits a pole where it is is not wanted then

there is nothing that can be done about it. It may be the case that there are other
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Table 3.6: The effect of variation of λ on the SIRS approximation.

λ Iterations to ‖e‖2 Cond(C) Poles present in

convergence approximation range

0.0 26 2.0402 × 10−4 2.4556 × 106 Yes

0.5 Failed - - -

1.0 Failed - - -

1.5 13 1.2838 × 10−4 1.2123 × 108 No

data sets for which we cannot find a value of λ that gives a pole-free approximation,

but this example illustrates the added flexibility that the SIRS has over standard

polynomial ratios for approximation purposes.

3.4.2 Optimal choice for λ

The previous example illustrates how the value of λ has a huge effect on the properties

of the resulting approximation, in particular convergence, approximation quality, and

occurrence of poles. It has been shown that it is possible to modify the knot value in

an arbitrary manner until a satisfactory approximation has been obtained, but this is

a trial and error approach to data fitting. This approach may be sufficient for certain

problems, but it would be desirable to find an optimal value for λ, or at least find a

method that allows it to be treated as a free approximation parameter. We cannot

hope to continue fitting the SIRS to data using Loeb’s algorithm if we wish to use

this approach, but by using the Gauss-Newton method we have an algorithm that

allows us to treat the knot value as an additional parameter. However, we can still

utilise a few steps of the Loeb algorithm for a specific choice of λ to provide a set

of initial values for the approximation parameters with which to apply the Gauss-

Newton method. Using the definition (3.47) for the SIRS, the partial derivatives of
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the ith residual

ei = fi −Rn1,n2
m1,m2

(d, ui), (3.50)

with respect to each of the approximation parameters are given by

∂ei

∂dj

=







uj
i

B(b, ui)
u ≤ 0,

0 u ≥ 0

, (3.51)

for j = 0, . . . , n1,

∂ei

∂dj
=







uj
i

C(c, ui)
u ≥ 0,

0 u ≤ 0

, (3.52)

for j = n1 + 1, . . . , n2 + n1 − 1,

∂ei

∂dj
=







uk
iG(g, ui)

(B(b, ui))
2 u ≤ 0,

0 u ≥ 0

, (3.53)

for j = n1 + n2, . . . , n1 + n2 +m1,

∂ei

∂dj

=







uk
iH(h, ui)

(C(c, ui))
2 u ≥ 0,

0 u ≤ 0

, (3.54)

for j = n1 + n2 +m1 + 1, . . . , n1 + n2 +m1 +m2 − 2.

Finally for the knot λ we have

∂ei

∂λ
=







G(g, ui)B
′(b, ui) −G′(g, ui)B(b, ui)

(B(b, ui))
2 u ≤ 0,

H(g, ui)C
′(b, ui) −H ′(g, ui)C(b, ui)

(C(b, ui))
2 u ≥ 0

. (3.55)

These partial derivatives are used to form the Jacobian matrix which is then used to

implement the Gauss-Newton method as described in section 2.8.2. However, care is

needed in the application of the Gauss-Newton method, as if at any iteration we end
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up with the knot λ lying outside the approximation interval, then we will have a rank

deficient Jacobian matrix due to repeated columns of zeros. We have applied the full

step Gauss-Newton method (2.52) to a variety of functions, (implemented using the

Loeb algorithm solution parameters for the initial Gauss-Newton parameters) using

a number of different initial values for the knot, and found that the algorithm did

not converge in the vast majority of cases. In many cases this was due to the knot

being placed outside of the approximation interval as described above. This could

be due to high curvature which will result in the matrix JTJ being a poor approx-

imation to the Hessian. This is not entirely unexpected as by allowing the knot to

become a free parameter, we have introduced a much higher degree of nonlinearity in

the approximation form. Alternatively, it was possible that we were unable to find

a good enough start parameter for the knot, and so with this in mind, we applied

the MATLAB implementation of the Levenberg-Marquardt algorithm, as it will be

more likely to converge with a poor choice of start parameters. This was much more

successful than the Gauss-Newton method, although convergence in many cases was

very slow, on occasion taking more than 200 iterations. However, based on the ap-

plication of this method to a variety of different problems we would recommend the

Levenberg-Marquardt method if it is desired to optimise for the knot. We have also

observed that in general, the best choice of start value for the knot parameter is the

midpoint of the approximation interval.

To illustrate the performance of the fixed knot variable numerator SIRS approxi-

mations, we present some numerical results in table 3.7. We compared the SIRS

approximations obtained using the Loeb algorithm with fixed knot, with approxima-

tions obtained using the Levenberg-Marquardt method optimising for the knot also.

We tested a number of functions, in each case using 50 equally spaced abscissae on

the approximation interval and using a degree (3,3) polynomial ratio. We use the

abbreviation L-M to refer to the Levenberg-Marquardt algorithm in these results.

These results clearly show that the SIRS approximation optimising for the knot value



76

Table 3.7: Comparison of fixed knot SIRS fitted with Loeb algorithm, with variable
knot SIRS fitted with L-M algorithm.

f(x) Interval Loeb Loeb ‖e‖2 L-M L-M ‖e‖2

convergence convergence

tanh(x) [-2,2] 7 7.3875 × 10−4 13 2.8395 × 10−7

tanh(x) [-3,3] 97 2.3341 × 10−2 13 2.6575 × 10−6

1 + 1
(1+e−x)

[-4,4] 7 3.6937 × 10−4 4 7.4797 × 10−8

gives a much better approximation to that of the fixed knot case.

Using unconstrained optimisation methods, we have no way of ensuring that the value

of the knot lies within the approximation interval, and, as mentioned previously, in

some cases we have had the algorithm break down for this very reason. However, we

have not attempted to apply the algorithm using constrained techniques, as the moti-

vation behind the thesis is to experiment with and develop simple algorithms that are

easy to apply, and in the majority of cases, we get very good approximations using

the basic fixed knot, SIRS Loeb algorithm. If the resulting approximations are not

sufficiently accurate, we can also treat the knot value as an additional approximation

parameter and fit the SIRS using the Levenberg-Marquardt method.

3.5 Conclusion

We have seen that the use of polynomials with constrained asymptotic limit provide

a useful tool for approximation, particularly for extrapolation purposes. Also the var-

ious forms of the SIRS are useful tools for approximation and extrapolation of data

or functions that exhibit double sided asymptotic limits. The two approaches can be

combined to provide improved extrapolation properties. In particular, we observe a

very small approximation error toward the ends of the approximation interval when
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approximating this kind of data using an appropriate choice of the SIRS form. This

approximation error is generally much smaller than that of standard polynomial ratio

approximations on the same data. We also have seen that these forms can be fitted

with a modification of the Loeb algorithm, which is considerably simpler than stan-

dard optimisation techniques. Furthermore, there is little loss of accuracy using the

modified Loeb algorithm in place of optimisation methods in the case of a fixed knot

SIRS approximations. However, in general we have found that to obtain the most

accurate approximations, the best approach is to optimise for the value of the knot

and fit the variable numerator SIRS using the Levenberg-Marquardt method. This

method was found to be the most robust and the most accurate.
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Chapter 4

ASYMPTOTIC POLYNOMIALS

4.1 Introduction

Within the field of metrology, it is quite common for there to be some type of asymp-

totic behaviour associated with the physical system that is being studied. Some of

these types of behaviour have already been described in sections 1.8.5, 1.8.6, 1.8.7.

Empirical models such as polynomials, splines and Fourier series [6, 10] are not well

suited for modelling this kind of behaviour, and so in this chapter, we consider an

easily implemented method to allow various classes of asymptotic behaviour to be

modelled effectively. This is achieved by modifying a set of polynomial basis func-

tions using a nonlinear weighting function designed to enable the correct type of

asymptotic behaviour to be modelled. We refer to these weighted polynomials as

asymptotic polynomials. The weight function itself is a rational function dependent

on a small number of parameters that can be regarded as being fixed, or as free ap-

proximation parameters. In the latter case we describe numerically stable algorithms

for approximation with asymptotic polynomials that exploit the fact that nonlinearity

is introduced through nonlinear diagonal weighting matrices. We also deal with the

problem of modelling variable asymptotic behaviour at ±∞ (as described in section

1.8.8) by using a piecewise continuous weight function. Finally, in section 4.4.2, we

compare asymptotic polynomial and standard (Chebyshev) polynomial fits to metrol-

ogy data. The vast majority of the work presented in this chapter has been published

as a collaborative paper with Professors Alistair Forbes and John Mason, in the pro-

ceedings of the 5th conference on Algorithms for approximation (A4A5) which took
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place at Chester in the UK in July 2005.

4.2 Asymptotic polynomials

Let {φj(x)}n
j=0 be a set of polynomial basis functions such as Chebyshev polynomials

[40], and define the weight function

w(x) = w(x,b) =
1

(1 + s2(x− t)2)k/2
, s > 0, k > 0, (4.1)

where b = (s, t, k)T. The weighting function w(x) is continuous with 0 < w(x) ≤ 1

and is a rational function that has the desirable property of being pole free over the

entire real line. In addition, w(x) behaves like |x|−k as |x| → ∞. The choice of this

weight was inspired by some research into radial basis functions [47]. It can be seen

that this function is similar to the multiquadric radial basis function

φ(r) = (r2 + c2)
1
2 , (4.2)

where c ∈ R > 0 and r = ‖x − t‖ for some t ∈ R. This function has been modified

slightly with the introduction of the parameter k in order to achieve the desired type

of asymptotic behaviour. We now define a modified basis function

φ̃j(x,b) = w(x,b)φj(x), (4.3)

and then consider approximation with linear combinations

φ̃(x, a,b) =
n∑

j=0

ajφ̃j(x,b), (4.4)

where a = (a1, . . . an)T. We refer to the function (4.4) as an asymptotic polynomial,

and we refer to b = (s, t, k)T as the auxiliary parameters associated with the model

φ̃(x, a,b).

Each one of the auxiliary parameters has a different effect on the behaviour of the

asymptotic polynomial. For x limited to a finite interval, the parameter s controls the
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Figure 4.1: The effect of varying the auxiliary parameter t of the weight function
w(x,b) with s = 1, k = 2 held constant.

degree to which asymptotic behaviour is imposed on the model within that interval.

The parameter t is where the weight function attains its maximum value, and acts

like a centre around which there is radial symmetry. Finally, the parameter k provides

control over the limiting behaviour of the asymptotic polynomial according to

lim
|x|→∞

φ̃(x, a,b)

|x|n−k
=
an

s
. (4.5)

It is the effect of this parameter k that makes the asymptotic polynomial a useful tool

for modelling a wide variety of asymptotic limits, including cases of specific interest

described in sections 1.8.5, 1.8.6, 1.8.7. Figures 4.1, 4.2 and 4.3 illustrate the effect

that varying each of the auxiliary parameters has on the shape of the weight function.

4.3 Approximation with asymptotic polynomials

We now consider the problem of obtaining a least-squares approximation to a set of

m pairs of discrete data points {(xi, yi)}m
i=1 using an asymptotic polynomial. Given

the abscissae x = (x1, . . . , xm)T, we denote by C the basis matrix generated from the
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Figure 4.2: The effect of varying the auxiliary parameter s of the weight function
w(x,b) with t = 0, k = 2 held constant.
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Figure 4.3: The effect of varying the auxiliary parameter k of the weight function
w(x,b) with s = 1, t = 0 held constant.
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φi which has is its i, jth element

Cij = φj(xi). (4.6)

Similarly, we define C̃ = C̃(b) to be the modified observation matrix generated from

the modified basis functions φ̃i, which has i, jth element given by

C̃ij = φ̃j(xi) = wiCij, (4.7)

where wi = w(xi,b).

We can now attempt to approximate the data in one of two ways. In the first case

we can consider the auxiliary parameters as being fixed, in which case the problem

reduces to a weighted linear problem. Alternatively, we can treat them as additional

approximation parameters, in which case we are faced with a nonlinear least-squares

optimisation problem.

4.3.1 Fixed auxiliary parameters

With the auxiliary parameters fixed, the approximation form φ̃(x, a,b) is just a

weighted linear combination of the basis functions {φj(x)}n
j=0. In this case we merely

need to choose a suitable degree n for φ̃(x, a,b) and calculate the modified obser-

vation matrix C̃(b) defined in (4.7) and then find the linear least-squares solution

parameters a to the system

min
a

‖y − C̃a‖2, (4.8)

where y = (y1, . . . , ym)T . This approach using fixed auxiliary parameters may be

particularly useful if the type of asymptotic behaviour exhibited by the data is ex-

plicitly known beforehand. The value of b can then be chosen and fixed to match this

behaviour in a similar manner as was done for polynomial ratios in section 3.2. This

type of approximation is similar to that proposed by Kilgore [30] who considers ap-

proximation on [0,∞) using polynomials of degree equal to or less than 2n, weighted

by the function (1 + x2)−n.
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Generation of orthogonal polynomials

We have suggested the use of Chebyshev polynomials for the choice of the basis func-

tions {φj(x)}n
j=0 due to their numerical stability and discrete orthogonality property.

Use of the Chebyshev polynomial basis results in mutually orthogonal columns of the

observation matrix C. However, this orthogonality may be lost when we form the

modified observation matrix C̃ due to the multiplication of the original Chebyshev

polynomials by the weight function w(b). If we can generate a set of basis func-

tions that are orthogonal with respect to the weight function w(b) then the resulting

observation matrix C̃ formed from these functions will be orthogonal. This can be

achieved with the use of the Forsythe method [22] which generates polynomial basis

functions that are orthogonal with respect to a specified weight function w(x). We

now describe this approach.

Given abscissae x = (x1, . . . , xm)T and weights w = (w1, . . . , wm)T, we generate poly-

nomial basis functions φj(x) of degree j such that

m∑

i=1

w2
i φ

2
j(xi) = 1, (4.9)

m∑

i=1

w2
iφj(xi)φl(xi) = 0, l 6= j. (4.10)

We can rewrite these equations more concisely by setting φj = (φj(x1), . . . , φj(xm))T,

which results in 4.9 simplifying to

‖φ̃j‖ = 1, (4.11)

φ̃
T

j φ̃l = 0, l 6= j. (4.12)

The following algorithm constructs the m × (n + 1) matrices C and C̃ along with

(n + 1) vector α, n vector β and (n − 1) vector γ. The vectors α = (α0, . . . , αn)T,

β = (β0, . . . , βn−1)
T and γ = (γ0, . . . , γn−2)

T are such that

φ0(x) = 1/α0, (4.13)

φ1(x) = α0(x+ β0)φ0(x)/α1, (4.14)
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and, for j = 2, . . . , n,

φj(x) = αj−1(x+ βj−1)φj−1(x)/αj + αj−2γj−2φj−2(x)/αj. (4.15)

I Evaluate φ̃0 and α0.

Set α0 = ‖w‖ and, for i = 1, . . . , m, set φi,0 = 1 and φ̃i,0 = wiα0.

II Evaluate φ̃1, α1 and β0.

Set

β0 = −
m∑

i=1

xiφ
2
i,0, (4.16)

and, for i = 1, . . . , m,

φi,1 = (xi + β0)φi,0, φ̃i,1 = wiφi,1. (4.17)

Set α1 = ‖φ̃1‖ and normalize φ̃1 := φ̃1/α1.

III For j = 2, . . . , n, calculate αj , βj−1 and γj−2 and φ̃j from φj−1 and φj−2. Set

βj−1 = −
m∑

i=1

xiφ
2
i,j−1, (4.18)

and γj−2 = −(αj−1/αj−2)
2, and, for i = 1, . . . , m,

φi,j = (xi + βj−1)φi,j−1 + γj−2φi,j−2, (4.19)

φ̃i,j = wiφi,j. (4.20)

Set αj = ‖φ̃j‖ and normalize φ̃j := φ̃j/αj .

IV Normalize φj: for j = 0 to n, set φj = φj/αj.

It can be seen that evaluation of the basis functions require only the vectors α and

β. Since C̃ is orthogonal the best fit parameters a are given by a = C̃Ty. Figure 4.4

shows the first four orthogonal basis functions φ̃j defined on the interval [−1, 1] using

the weight function w(b) when b = (3, 0, 4)T.
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Figure 4.4: First four orthogonal asymptotic polynomials φ̃j(b, x) generated with
b = (3, 0, 4)T.

4.3.2 Auxiliary parameters as additional approximation parameters

The asymptotic polynomial will have greater flexibility if we regard one or more of s,

t and k as additional parameters to be determined as part of the optimization. In this

case the matrix C̃ = C̃(b) is now a nonlinear function of b and the we are required

to find parameters a, b that solve the nonlinear least-squares system

min
a,b

‖y − C̃(b)a‖2
2. (4.21)

The optimization problem (4.21) can be solved using the Gauss-Newton algorithm

which has been described in section 2.8.2. If we define the m×m matrix W (b) to be

the diagonal matrix formed from the elements of the weight vector

w(b) = (w(x1,b), . . . , w(xm,b))T , (4.22)

we can now express C̃(b) as

C̃(b) = W (b)C. (4.23)

We then form the Jacobian matrix of partial derivatives of the quantity

h(a,b) = y −W (b)Ca, (4.24)
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with respect to the optimization parameters. These partial derivatives are given by

∂h

∂aj
= −φ̃j , (4.25)

∂h

∂bl
= −

(
∂W

∂bl

)

Ca, (4.26)

and using these the Gauss-Newton method can then implemented.

Given an initial estimate b0 of the parameters b, the polynomial basis can be chosen

to be orthogonal with respect to the weight vector w(b0) so that for b close to b0,

the associated Jacobian matrix is relatively well-conditioned. In order to maintain

well-conditioned matrices, we can periodically reparametrize the polynomials based

on the current estimate of the auxiliary parameters b.

4.3.3 Elimination of the parameters a

For the case where we treat the auxiliary parameters as being free approximation

parameters rather than fixed values, it is possible to eliminate the parameters a from

the optimization, thus reducing the complexity of the problem. The least-squares

problem (4.21) can be rewritten as

min
a,b

hT(a,b)h(a,b), (4.27)

where

h(a,b) = y − C̃(b)a, (4.28)

and C̃(b) is an m×n matrix, m > n, depending on parameters b. If we fix the value

of b, then the optimal value of a in (4.27) is the solution of the linear least-squares

problem

min
a

‖y − C̃(b)a‖2
2, (4.29)

where C̃(b) is now a fixed matrix. The solution parameters a to this problem must

satisfy the normal equations

C̃T(b)C̃(b)a = C̃T(b)y, (4.30)
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and these equations can be seen to implicitly define the parameters a as a function

of the auxiliary parameters b. If we now define the quantity

f(b) = y − C̃(b)a(b), (4.31)

we see that the initial nonlinear least-squares problem of equation (4.27) is equivalent

to

min
b

fT(b)f(b). (4.32)

This is also a nonlinear least-squares problem, but is much simpler as we only need

to solve for the auxiliary parameters b. Once we have solved for b, the parameters a

are easily obtained from the normal equations (4.30).

In order to solve this using the Gauss-Newton method, it is necessary to calculate

a, f and the partial derivatives of f with respect to the auxiliary parameters b. For

any fixed value of b, the optimal parameters a are easily obtained from the normal

equations. Once the parameters a are known, the value of f can be calculated from

(4.31). The partial derivatives of f are given by

fl = −C̃la − C̃al, (4.33)

where we use the subscript l to represent a derivative with respect bl. Differentiation

of the normal equations (4.30) with respect to bl, leads to

C̃T
l C̃a + C̃TC̃la + C̃TC̃al = C̃Ty, (4.34)

which reduces

al =
(

C̃TC̃
)−1 [

C̃T
l f − C̃TC̃la

]

, (4.35)

to after substituting y with f + C̃a (4.31). We note here that from equation (4.33),

evaluation of fl only requires the calculation of the product C̃al and not the vector al

itself. If we assume C̃ has QR decomposition C̃ = QR, (Q ∈ Rm×n, R ∈ Rn×n) [24],

then substituting this into (4.35) we get

(QR)T C̃al = C̃T
l f − (QR)T C̃la.



88

Further manipulation gives

RTQT C̃al = C̃T
l f −RTQT C̃la,

C̃al = Q−TR−T [C̃T
l f − RTQT C̃la],

from which we obtain the following expression for C̃al

C̃al = QR−TC̃T
l f −QQTC̃la. (4.36)

If we now consider vectors cl and ql such that

RTcl = C̃T
l f , (4.37)

ql = QT(C̃la), (4.38)

then we can rewrite (4.36) as

C̃al = Q(cl − ql). (4.39)

In this way, the derivatives fl (4.33) with respect to parameters bl can be calculated

from the expression

fl = −C̃la −Q(cl − ql). (4.40)

At this point we note that the function f(b) = y − C̃(b)a(b) and its derivatives are

independent of the choice of basis functions used to represent the polynomials. In

particular, we can choose use the Forsythe method to generate the basis functions

so that C̃ is orthogonal. Using this basis means that the upper triangular matrix R

in equation (4.38), must be the identity matrix, which also means Q = C̃. Using

equations (4.38),(4.37) and the fact that R is the identity matrix, equation (4.40)

reduces to

fl = −C̃la− C̃(C̃T
l f − C̃T (C̃la)). (4.41)

This means that the derivatives of f can be calculated using matrix-vector multiplica-

tion, and avoids the need for computationally expensive matrix inversions. Also the
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orthogonality of C̃ results in a simplification of the normal equations (4.30) and the

parameters a are given by

a = C̃Ty (4.42)

An additional efficiency gain can be made using the fact that C̃ = W (b)C, where

W (b) is a diagonal weighting matrix with diagonal elements wi(b) with wi(b) > 0.

If we write

di,l =
1

wi

∂wi

∂bl
, (4.43)

then we have

C̃l = DlC̃, (4.44)

where Dl is the diagonal matrix with diagonal elements di,l. The quantities

C̃T
l f = C̃T(Dlf), (4.45)

C̃la = Dl(C̃a), (4.46)

used in (4.38) and (4.37) allows (4.41) to be written as

fl = −Dl(C̃a) − C̃(C̃T (Dlf) − C̃T (Dl(C̃a))). (4.47)

This means that we can calculate the derivatives of f using only f , a, Dl, and C̃.

We can now calculate the elements of the Jacobian matrix J from the elements of the

partial derivative vectors fl according to

Jil = ∂fi/∂bl,

and implement the Gauss-Newton method which iteratively updates the current pa-

rameter estimate to b = b + pGN , where

JTJpGN = −JTf .

The Gauss-Newton algorithm for minimizing a sum of squares F (b) = fT(b)f(b)/2

works well if the Jacobian matrix J , is such that JTJ is a good approximation to the
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Hessian matrix of second partial derivatives of F (b). In cases where the approximat-

ing form has high curvature, it is common for JTJ to provide a poor approximation to

the Hessian and this can be the case with asymptotic polynomials. This can prevent

the convergence of the Gauss-Newton method and in such cases we may achieve more

success by applying the Newton method instead, although again convergence is not

always guaranteed. We recall that the Newton step pN to update b := b + pN is the

solution of

HpN = −g, g = JTf ,

where H is the Hessian matrix of F (b). If convergence occurs, the Newton update

step leads to quadratic convergence near the solution, and for this reason there can

be computational advantages in using a Newton update. In our implementation, we

have used finite differences to approximate H using an implementation provided by

Professor Alistair Forbes of NPL.

4.3.4 Choice of initial values of the auxiliary parameters

When we fit data with an asymptotic polynomial using either the Gauss-Newton or

Newton methods, careful thought needs to be given to the initial values of the aux-

iliary parameters. As has been mentioned in chapter 2, the convergence of these

methods is dependent on a suitable set of start parameters close to a local minimum

of the objective function - in this case the least-squares approximation error surface.

Although we can also employ other methods that are not so sensitive to start values

(such as the Levenberg-Marquardt method), it is still possible to choose good start

values for the Gauss-Newton and Newton methods based on a visual assessment of

the data. Although the guidelines we now propose for start parameter selection are

far from rigorous, they are often very effective at ensuring convergence of the opti-

mization algorithms used.

The auxiliary parameter t acts like a centre around which the weight function has
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radial symmetry. Due to this behaviour, we have found that a good starting value

for t can usually be chosen to coincide with a region of symmetry within the data if

there is one. If there is not a great deal of symmetry in the data then we have found

that an alternative is to choose t to coincide with a stationary point of the data.

Figure 4.5 shows a plot of measurements of some material properties of aluminium

(provided by NPL). This data exhibits some loose symmetry centred somewhere in

the region 155 < x < 157 and so for an initial choice of t we would try a value in this

range, probably concentrating on values close to the two localised peaks in this data

x = 155.7 and x = 156.3.

The auxiliary parameter k is usually chosen to mimic the asymptotic behaviour ex-

hibited by the data in conjunction with the degree of the orthogonal polynomial basis

in the numerator. For example, suppose we are approximating data that appears

(or is known theoretically) to behave like
√
x as x → ∞, using a degree n asymp-

totic polynomial. In order for the correct limiting behaviour to be achieved by the

asymptotic polynomial, we would require a choice of k = n− 1
2

because

lim
x→∞

αxn

xn−k(1 + s2(x− t)2)
k
2

=
α

sk
. (4.48)

The choice for start value of s is the most difficult of the three auxiliary parameters,

because it requires a guess of how quickly the asymptotic behaviour takes effect. Fig-

ures 4.6 and 4.7 show artificial sets of data that have the same asymptotic limit, but

with different rates at which these limits are attained. It is clear that the data in

Figure 4.6 approaches its asymptotes faster than that of Figure 4.7 and so we would

expect to find that an asymptotic polynomial approximation of the first dataset would

have a larger value of s than that of the second dataset. This only gives an indication

of a good start value of s relative to some other measure, but at least gives some

indication that it is necessary to use larger s values for data that attains its limits

quickly.

Using these guidelines it is often possible to choose start parameters that result in con-
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vergence of the Gauss-Newton or Newton methods. In cases where convergence is not

possible, we can either make adjustments to the initial parameter values, or implement

the Levenberg-Marquardt method described in section 2.8.3. This is less sensitive to

the choice of start parameter and in our experience has given good results for these

problem cases. For a more robust choice of algorithm, the Levenberg-Marquardt

method could be used all the time, but for a good selection of initial parameters, we

would expect faster convergence with the Newton method.
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Figure 4.5: 601 experimental measurements obtained from material properties of
aluminium.

4.4 Example applications

We now present some applications of the asymptotic polynomial to the approximation

of experimental data obtained from industry, and make some comparisons with linear

approximations to the same data. We note here that instead of approximating directly

with the auxiliary parameter s > 0, we optimised for es, thus ensuring the required

positivity of the parameter without the need for constrained optimisation methods.



93

−10 −8 −6 −4 −2 0 2 4 6 8 10
−1.5

−1

−0.5

0

0.5

1

1.5

X

Y

Figure 4.6: Artificial data with asymptotic limits.
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Figure 4.7: Artificial data with asymptotic limits.

4.4.1 Photometric data

This experiment was described in section 1.9.2, and here we present the results of ap-

proximating the collected data with asymptotic polynomials. The data is composed
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of 471 measurements, and an initial inspection of the data reveals a shape similar

to a guassian curve with fairly mild asymptotic behaviour. Clearly the data exhibits

exponential decay and so using the guidelines for start parameter selection (section

4.3.4) we chose initial auxiliary parameters b0 = (−10, 505, 7)T . An asymptotic poly-

nomial of degree 6 was then fitted to the photometric data using both Newton (via

finite difference approximation to the Hessian) and Gauss-Newton methods. Table 4.1

compares the norms of the update parameter p calculated at consecutive iterations

of these methods, and illustrates the superior convergence of the Newton method for

this example. Figure 4.8 shows degree 9 Chebyshev polynomial approximations and

Table 4.1: Norm of update step p in Newton and Gauss-Newton methods
for the photopic efficiency function example (Fig. 4.8).

Iteration ‖pGN‖2 ‖pN‖2

1 0.8496 0.6573

2 0.3354 0.2203

3 0.1380 0.0019

4 0.0568 2.075 e-06

5 0.0235 3.855 e-13

6 0.0097

degree 6 asymptotic polynomial approximations to the photometric data, from which

the superior performance of the latter is evident.

4.4.2 Approximation of sigmoid function

Figure 4.9 shows a polynomial of degree 6 and an asymptotic polynomial of degree 3

fits to the sigmoid curve

y =
2

1 + e−x
− 1. (4.49)
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Figure 4.8: Asymptotic polynomial approximation of photopic efficiency function.

(In many circumstances the response of a system to a step change in input has a

sigmoid-type behaviour.) We chose to fit the function to 501 equally spaced points

from the sigmoid over the interval [-10,10]. The asymptotic polynomial fit is indis-

tinguishable from the sigmoid curve and the maximum error of approximation is less

than 2.5 × 10−4. The degree 6 polynomial fit is much worse. (In the examples con-

sidered here the degree of the standard polynomial is 3 more than the asymptotic

polynomial so that both models have the same number of parameters.)

Finally, figure 4.10 shows standard polynomial and asymptotic polynomial fits to

another experimental dataset (provided by NPL). This dataset consists of 601 mea-

surements of material properties of aluminium, and again we can clearly see the

superior performance of the asymptotic polynomial over the Chebyshev polynomial

approximation.

4.5 Modelling two asymptotic limits simultaneously

Up to now we have used asymptotic polynomials to model various types of asymptotic

behaviour more effectively than standard polynomials. This works well when we are
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Figure 4.9: Polynomial of degree 6 and asymptotic polynomial of degree 3 fits to a
sigmoid curve.
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Figure 4.10: Polynomial of degree 9 and asymptotic polynomial of degree 6 fits to
601 measurements of material properties (for aluminium).

dealing with a one sided asymptotic limit, but may not be effective at modelling the

double sided asymptotic behaviour that was described in section 1.8.8. To recap, this

section described the problem of modelling a function f(x) that has twin asymptotic

limits

lim
x→−∞

f(x)

xβ1
= α1, (4.50)
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lim
x→+∞

f(x)

xβ2
= α2, (4.51)

where β1, β2, α1, α2 ∈ R.

In chapter 3 we introduced the semi-infinite rational spline as an approximation tool

for modelling this type of asymptotic behaviour, and in this section we utilise a similar

approach to allow asymptotic polynomials to model two different limits simultane-

ously. This is achieved by considering a new piecewise continuous weight function

defined by

w(b, x) =







w−(b, x) = 1

(1 + s2
1(x− λ)2)

k1
2

for x ≤ λ

w+(b, x) = 1

(1 + s2
2(x− λ)2)

k2
2

for x ≥ λ
(4.52)

where b = (s1, s2, k1, k2, λ)T . As was the case with the SIRS of chapter 3, we regard

the parameter λ as a knot (which we can treat as fixed or variable) and examine the

conditions required for continuity of the weight function at this knot. Clearly w(b, x)

is C0 continuous at the knot as we have

w−(b, x) = w+(b, x) = 1, (4.53)

when x = λ.

For C1 continuity at the knot we require the first derivatives of w−(b, x) and w+(b, x)

with respect to x to have the same value at x = λ. These derivatives are given by

w
′

−(b, x) =
−k1s

2
1(x− λ)

(1 + s2
1(x− λ)2)

k1
2

+1
,

w
′

+(b, x) =
−k2s

2
2(x− λ)

(1 + s2
2(x− λ)2)

k2
2

+1
,

(4.54)

and C1 continuity is verified as being an intrinsic property of the weight function as

we have

w
′

−(b, x) = w
′

+(b, x) = 0, (4.55)

when x = λ.

So far we have C1 continuity at the knot satisfied automatically due to the definition
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of the weight function. However, C2 continuity is not so straight forward to enforce.

The second derivative of the spline functions w−(b x) and w+(b x) are given by

w
′′

−(b, x) = (k1 + 2)s4
1k1(x− λ)2u

−(
k1
2

+2)

1 − s2
1k1u

−(
k1
2

+1)

1 , (4.56)

w
′′

+(b, x) = (k2 + 2)s4
2k1(x− λ)2u

−(
k2
2

+2)

2 − s2
2k2u

−(
k1
2

+1)

2 , (4.57)

where

u1 = 1 + s2
1(x− λ)2, (4.58)

u2 = 1 + s2
2(x− λ)2. (4.59)

Evaluating these second derivatives at x = λ and forcing their equality leads to the

constraint

s2
1k1 = s2

2k2, (4.60)

and as a consequence, we are now faced with a nonlinear optimisation problem in-

volving nonlinear constraints on the parameters. If we are approximating data where

the asymptotic behaviour is known explicitly, then we could consider fixing the values

of k1 and k2 which would result in a significant simplification of the constraint (4.60)

as we could then explicitly define s1 in terms of s2. However, we would then be faced

with an optimisation problem involving a single parameter (either s1 or s2), and this

is likely to reduce the flexibility of the asymptotic polynomial significantly, and so we

will not consider this option further. Due to the complexities of constrained optimi-

sation, we will therefore settle for C1 continuity of the weighting function, due to the

fact that this requires no constraints at all and is an intrinsic property of w(b, x).

Approximation of data with this modified version of the asymptotic polynomial can

then be achieved in exactly the same way as described previously, the only difference

being the addition of extra optimisation parameters k2 and s2.

When approximating double asymptotic limits, we have found that this splined ver-

sion of the asymptotic polynomial yields better approximations to those obtained

using the standard asymptotic polynomial form. We finish this section by presenting
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figure 4.11, which illustrates this superiority of the splined version of a degree 10

asymptotic polynomial approximation of tanh(x) at 101 equally spaced abscissae on

[−5, 5].
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Figure 4.11: Approximation errors of degree 10 spline and standard asymptotic poly-
nomial fits to tanh(x).

4.6 Concluding remarks

In this chapter we have demonstrated that data reflecting asymptotic behaviour can

be modelled by polynomial basis functions multiplied by a nonlinear weighting func-

tion depending on three auxiliary parameters. In addition, we have developed nu-

merically stable optimization algorithms using polynomial basis functions orthogonal

with respect to the weighting function. Further simplification has been achieved with

the implementation of a parameter elimination scheme that allows the approximation

problem to solved compactly. The model can easily be extended to allow for different

asymptotic behaviour as x → ∞ and x → −∞, by using a piecewise continuous

weighting function that itself has variable asymptotic behaviour. We also have ob-

served some guidelines for selecting initial values for the parameters that in many

cases result in convergence of our algorithm. However, in cases where we cannot find
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a good set of starting parameters, we can still fit the asymptotic polynomial to data

using the more robust Levenberg-Marquardt algorithm. The examples presented have

shown that these asymptotic polynomial approximations can be much more effective

than standard polynomial approximations.
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Chapter 5

POLE FREE LEAST-SQUARES RATIONAL

APPROXIMATION

5.1 Introduction

In this chapter we introduce a method of fitting polynomial ratios to data in such

a way that the denominator function has no real roots, resulting in the rational

approximation having no singularities anywhere on the real line. We do this by

presenting an alternative representation of the denominator polynomial and applying

nonlinear optimisation techniques to evaluate parameters. This approach is very

simple and we illustrate how to combine it with the SIRS discussed in Chapter 3,

resulting in pole-free SIRS approximations.

5.2 Positive denominator rational approximation

Unless we are faced with a specific problem requiring the modelling of a singularity in

the data, we will most often wish for a rational approximation to have no poles on the

approximation range. For Chebyshev rational approximation there are a number of

methods available to constrain the approximation parameters, and using these meth-

ods we may be able to find a way to ensure that the denominator has no zeros. Most

of these methods are based on modifications of the Differential Correction Method

which was presented in Chapter 2. Kauffman and Taylor have implemented variations

on the DCM that allow linear constraints to be placed on the approximation parame-

ters [28], and another that places a strictly positive lower bound on the denominator

function [29]. Another method has been developed by Gugat [25], which forces the
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denominator to be bounded above and below by continuous functions. Our primary

interest is in least-squares approximation, as far as we are currently aware, there are

no equivalent methods to those described above, other than constrained optimisation

techniques.

5.3 Requirements for a strictly positive denominator

When faced with the general problem of approximating discrete points on an interval

[a, b] it is not immediately obvious what constraints on approximation parameters

will lead to a positive polynomial denominator. If we are instead faced with an

approximation problem on an interval [c, d] where c, d > 0, then strict positivity can

be achieved with the simple constraint

0 < qi, i = 1, . . . , m, (5.1)

where our denominator function

Qm(q, x) =
m∑

j=0

qjx
j , (5.2)

is defined as in previous chapters. In such cases we can enforce these constraints

and get pole free approximations. With these constraints satisfied, we now have

a monotonically increasing denominator on the approximation interval, and hence

some flexibility in the approximation is lost. If we are approximating on a general

range [a, b] with a < b < 0, or a < 0 then we could consider approximating using a

denominator of the form

Qm(q, x) =

m/2
∑

j=0

qjx
2j . (5.3)

Using such a denominator removes the odd monomial basis functions, and then en-

forcing the constraint (5.1) will again provide a positive denominator. However, again

we have lost some flexibility with the removal of the odd functions.
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5.4 Implementing positive denominator constraints

In an attempt to avoid the use of constrained optimisation techniques, we propose

a simple method of data fitting, using a subset of the set of all pole-free rational

approximations. This method works by considering an alternative representation

of the denominator polynomial in the rational form. Up to now we have mainly

been using polynomial ratios Rn
m(p,q, x) for approximation, where n,m are chosen

according to the shape of the data, and are generally of low degree to avoid ill-

conditioning problems with our proposed methods. For the moment, we will restrict

our discussion to cases where the denominator polynomial Qm(q, x) has even degree.

This denominator has at most m distinct roots, and we can represent Qm(q, x) as

Qm(q, x) = qm

m∏

i=1

(x− αi) (5.4)

where the αi ∈ C are the denominator roots. If it is the case that all of the roots

are complex, then our denominator will be strictly positive over the entire real line

resulting in a pole free rational approximation. We now wish to examine some condi-

tions that we can apply to enforce this situation. Because we have chosen m to be an

even integer, we can also express the denominator (suitably normalised with q0 = 1)

as a product of quadratic polynomials

Qm(q, x) =

m/2
∏

i=1

(γix
2 + ξix+ 1), (5.5)

for constants γi, ξi ∈ R. Now if we can ensure that each of the quadratics in the

product (5.5) have complex roots, then we can be sure that Qm has no real roots and

as a consequence the rational approximation contains no poles. For all roots of the

equation (5.5) to be complex, we require that

4γi > ξ2
i , (5.6)
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for i = 1, . . . , m
2
.

Now if we apply the following explicit parameter constraints

ξi
2 = γi, (5.7)

for i = 1, . . . , m
2
, then the conditions (5.6) are automatically satisfied. Thus if we

consider rational approximation using denominators of the form

Qm(q, x) =

m/2
∏

i=1

(q2
i x

2 + qix+ 1), (5.8)

then we are guaranteed to have no real poles on the entire real line. In addition, this

representation defines a degree m polynomial given in terms of only m
2

coefficients,

and so we have reduced the number of denominator approximation parameters by

half. Obviously the space of polynomials described by (5.8) is only a subset of the

space of all degree m polynomials, and so we are reducing the size of the space of

approximation forms that we are using. In particular, the set of polynomials given in

(5.8) is only a subset of set of polynomials strictly greater than zero. Despite these

limitations, the simplicity of the constraint provides us with exactly what we require,

without the need for constrained optimization algorithms, and has the advantage of

reducing the number of optimisation parameters by m
2
.

5.5 Parameter evaluation

In order to try and evaluate the parameters we will need to apply an optimisation

algorithm such as Gauss-Newton, and will need to evaluate the Jacobian matrix for

this problem. Using the denominator representation (5.8), out rational approximant

is defined as

Rn
m(p,q, x) =

P (p, x)

Q(q, x)
=

n∑

i=0

pix
i

m∏

i=1

(q2
i x

2 + qix+ 1)

. (5.9)
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The Jacobian matrix of partial derivatives of the residual vector is defined in (2.43)

and for approximations of the form (5.9), is defined as the matrix with elements

J(p,q)ij =







xj−1
i

Q(q, xi)
, j = 1, . . . , n+ 1

R(p,q, xi)
(2qjx

2
i + xi)

(q2
jx

2
i + qjxi + 1)

, j = n+ 2, . . . , n+m+ 2

(5.10)

With the Jacobian defined we can apply the Gauss-Newton method to fit the poly-

nomial ratio representation (5.9) to a set of data. The main problem we are faced

with in attempting to do this is that it is not obvious how to obtain a good a set of

start parameters for the algorithm. We would hope for the Gauss-Newton method to

have good local convergence in the vicinity of a local minimum (although this may

not be the case), but even if this is the case we have no way of ensuring a start set

that will converge to a solution. With the standard representation of the rational

function where the denominator parameters appear linearly in the denominator, we

would usually apply the Loeb algorithm to obtain a suitable set of start parameters

with which to start off the Gauss-Newton process, as was discussed in Chapter 2.

However, with the quadratic product representation for the denominator we have

no such method and so we must use an optimisation technique that converges for a

wide range of start parameters. We have used the MATLAB optimisation toolbox to

implement the Levenberg-Marquardt method to obtain convergence from arbitrarily

chosen start parameters. In general we have used randomly selected parameters from

the interval [−1, 1]. The problem with this approach is that it is quite likely that

the optimisation technique has converged to a local minimum only, and we have no

idea how this compares with the global minimum for our given objective function.

In addition, the approach is very much ’trial and error’, as for certain sets of start

parameters we either get no convergence, or very slow convergence. However, after

numerous applications of this approach on a large number of datasets, we have found

that most of the time the algorithm converges to good pole-free rational approxima-
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tions within an acceptable number of iterations. In addition, it was encouraging to see

that in most cases, the algorithm converged to the same set of solution parameters for

a variety of different starting parameters. Table 5.1 shows the results obtained from

application of this method to data points taken from a number of different functions.

In each case, we fitted a degree [4,4] rational approximation to 51 equally spaced sam-

ples on [−2, 2] from each function, with approximation start parameters as randomly

selected numbers from [−1, 1]. It is important to note here that for each function we

used a seperate random selection of start parameters, but we repeated the algorithm

a number of times for each function using different random parameters and arrived

at the same set of parameters at convergence (when convergence occurred). Figure

5.1 shows one of the actual approximations obtained using this method.

Table 5.1: Error norms and iterations to convergence of pole-free rational approxima-
tions.

Function Convergence ‖e‖2

e0.1xcos(2x) 20 6.2567 × 10−2

tanh(x) 38 7.7715 × 10−2

cosh(x) 38 1.1547 × 10−2

tan(x) 42 57.574

sin(2x) 14 5.7270 × 10−2

e−x2
14 2.0982 × 10−2

ex2
- -

ln(x+ 3) 34 1.0541 × 10−2

e−x2
tanh(x) 12 1.9510 × 10−2
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Figure 5.1: Degree [4,4] pole-free rational approximation to e0.1xcos(2x).

5.5.1 Ill-conditioning issues

The columns of the Jacobian matrix that correspond to the partial derivatives of the

residual vector with respect to the denominator parameters are symmetric, in the

sense that if at any step of our algorithm we update values such that 2 (or more)

of the denominator parameters are equal, we will have 2 (or more) identical columns

in the Jacobian which will then be rank deficient. This will also be the case should

any of the denominator parameters converge to the same value of any of the others.

This is an important issue to consider when choosing the start parameters. When we

generated random start parameters as described previously, we first checked to ensure

that the initial Jacobian matrix generated with them was not too ill conditioned. If

this was the case, parameters too close together we manually adjusted, or a new set

of random parameters were created. In the vast majority of cases we found that

for the [4,4] rational pole free approximation, we would not see a Jacobian with

condition number higher than the order of 103. For the case of a [6,6] pole free

rational form, we found the condition number generally to be no larger than 106. We

also examined the [8,8] form, but in this case, we were often faced with condition
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numbers higher than 109. We also found that convergence was generally slower for

pole free approximations higher than degree [6,6], and would not recommend fitting

these higher degree approximations for these reasons.

5.5.2 Consideration of other types of constraint

The approximation form described in the previous section is guaranteed to be pole free

on the entire real line, but in some cases we may not require such strict conditions. For

example, if we were not intending to use the approximation to extrapolate outside

the approximation interval, we may be happy to have poles in the approximation,

provided they do not occur in the approximation interval itself.

Another example is the approximation on a real interval [a, b] where 0 < a < b. In

this case we can ensure strict positivity of the denominator on the range [0,∞) by

defining the denominator polynomial in the usual way as

Qm(q, x) =

m∑

j=0

qjx
j , (5.11)

and then set constraints on the parameters in the form

0 < q0 < q1 < . . . < qm. (5.12)

However, this has the slight disadvantage that it is a monotonically increasing func-

tion, and such a denominator will provide less flexibility than polynomial ratios formed

with using (5.8) which is not necessarily monotonically increasing. In addition it is

hard to see how the approximation form with denominator constraints (5.12) will re-

sult in a superior approximation to that of the asymptotic polynomial of the previous

chapter, that also has a strictly positive denominator, but has fewer coefficients and

is more stable numerically.

The constraints in (5.7) are very simple to implement, and also serve to reduce the

dimensionality of the approximation parameter vector. However, the set of approx-

imations generated using these constraints is only a subset of the entire space of
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pole free rational approximations, and so we could gain even greater flexibility by

considering the constraints

ξi = λiγ
2
i , (5.13)

where λi >
1
4
. Using these constraints, does increase the dimensionality of the ap-

proximation parameter vector, but it increases the space of approximations to include

all possible strictly positive denominators, and provides a more flexible denominator,

and therefore potentially more flexible and superior rational approximations.

5.5.3 Pole-free SIRS approximations

The simplicity of the constraints (5.7), allows us to extend the SIRS work of Chapter 3

to include pole-free constraints in the denominator. If we define a SIRS approximation

be composed of only one denominator defined by (5.8) we can introduce the continuity

constraints across the knot of the SIRS merely through the numerator functions.

Explicitly, the resulting pole free SIRS approximation will be defined by

Rn1,n2
m (g,h,q, u) =







n1∑

i=0

giu
i

m/2
∏

i=1

(q2
i x

2 + qix+ 1)

= R−(g,q, u) for u ≤ 0

n2∑

i=0

hiu
i

m/2
∏

i=1

(q2
i x

2 + qix+ 1)

= R+(h,q, u) for u ≥ 0

, (5.14)

where u = x− λ, and λ is the SIRS knot.

As mentioned previously, we cannot utilise the Loeb algorithm as we could with

the standard SIRS approximation, and for this particular case we would use the

Levenberg-Marquardt algorithm to obtain a solution.
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5.6 Conclusion

In this chapter, we have suggested a very simple factorisation that provides an alter-

native representation of the approximation parameters, that with the application of

some simple constraints, results in a pole free rational approximation over the entire

real line. In addition we have shown that we can successfully fit such approximations

using established optimisation techniques. While it is accepted that these approxima-

tions do not give as small an approximation error as the free rational approximation

form does, it will obviously be a superior approximation to cases where an unwanted

pole is fitted in the approximant of an unconstrained form. This representation also

has the advantage of reducing the number of approximation parameters in the prob-

lem, at the expense of some flexibility. Should such approximations not be as accurate

as desired, greater flexibility can be obtained using the full set of approximation pa-

rameters as given by the wider range of constraints (5.13).
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Chapter 6

ℓP RATIONAL APPROXIMATION

6.1 Introduction

In this chapter we consider another modification of the Loeb algorithm, this time

applying it to ℓp rational approximations with the use of Lawson’s algorithm [31].

Lawson’s algorithm is an iterative weighted least squares procedure, first studied by

Lawson in [31] and has been proven to converge to a best linear ℓ∞ approximation on

discrete data sets. The algorithm was later extended by Rice and Usow in [49] and

has been proved to converge to best ℓp approximations for p > 2. We describe this al-

gorithm and present a modification that extends its applicability to ℓp approximation

for p < 2, along with numerical results to support this. Finally we propose a combined

Lawson - Loeb algorithm for use in generating ℓp rational approximations on discrete

data sets. We describe a general combined algorithm which has a number of subtle

variants, and present some numerical results. The work of this chapter is published

in the conference proceedings from the 2004 conference on Mathematical Methods

for Curves and Surfaces held in Tromso. This paper also contains other work on the

Loeb algorithm that was done in collaboration with Professor John Mason, and is

contained in Appendix A. This other work is not included as a part of this thesis as it

is only partially the authors work. The reason for mentioning this is because it forms

part of a joint effort to attempt to prove convergence of the Loeb algorithm, which

is a central theme of the thesis. Given the wide use of the Loeb algorithm within

this work, we feel it appropriate to show that some attempt was made to prove its

convergence.
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6.2 The Lawson algorithm, and the Rice and Usow extension

The Lawson algorithm [31] is used to fit linear ℓ∞ approximations to discrete data.

It is an iterative procedure that has proven convergence to a best linear ℓ∞ approx-

imation, and its implementation involves fitting weighted ℓ2 approximations at each

iteration. This algorithm was extended by Rice and Usow [49] to include ℓp approx-

imation problems (p > 2) using the same weighted least squares approach, and also

has been proved to converge to best linear ℓp approximation. The original Lawson

algorithm has also been utilised in more recent work on the Huber M-Estimator [2].

We will now describe the Rice and Usow algorithm in more detail. Consider the linear

form

L(A, x) =
n∑

i=0

aiφi(x) (6.1)

where A = (a0, . . . , an) is a set of approximation parameters and φi(x) are a set

of linearly independent basis functions. We wish to fit ℓp approximations to a set

of function values f(xj) = fj (j = 1, . . . , m) defined on a discrete point set x =

(x1, x2, . . . , xm). This is achieved by finding solution parameters A that minimise the

quantity

‖e(A,x)‖p =
( m∑

i=j

|ej(A, xj)|p
)1/p

(6.2)

where

ej(A, xj) = L(A, xj) − fj , (6.3)

are the elements of the residual vector e(A,x).

The basic principle behind the algorithm is to convert the problem into a weighted

least-squares problem, by considering

|ej(A, xj)|p ≈ w|ej(A, xj)|2, (6.4)

where w is a suitable weight term. Specifically, the Rice and Usow algorithm works

by updating the weight at iteration (k + 1) according to the formula

wk+1
j = (wk

j |ek
j |)

p−2
p−1 (6.5)
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where

ek
j = fj − L(Ak, xj) (6.6)

is the residual at x = xj at iteration k.

If

wk
j ≈ |ek

j |p−2 (6.7)

then wk
j |ek

j |2 ≈ |ek
j |p and so we have an ℓp approximation. Now if wk

j ≈ |ek
j |p−2 then

wk+1
j ≈ (|ek

j |p−2|ek
j |)

p−2
p−1 = |ek

j |p−2 (6.8)

and so wj → |ej |p−2.

As has been mentioned, this algorithm is proved to converge to a best linear ℓp

approximation for p > 2, and an extensive proof of this can be found in [49]. Before

discussing the application to rational approximation, we firstly propose a further

extension of this algorithm to the case of linear ℓp approximation for p < 2. Our

proposed algorithm differs from that of Rice and Usow by updating the weight at

iteration (k + 1) according to the formula

wk+1
j =

(

wk
j

|ek
j |

) 2−p

3−p

(6.9)

Now if wk
j ≈ |ek

j |p−2 we have

wk+1
j ≈

(

|ek
j |p−2

|ek
j |

)2−p

3−p

= |ek
j |p−2 (6.10)

and so wj → |ej |p−2 as required.

We now describe the implementation of the algorithm before presenting some numer-

ical results of its application.

At iteration k, define ek
j = fj − L(A, xj) and wk

j as the approximation error and

weight at xj respectively, and choose an initial set of weights w1
j = 1

m
.

1. Find the best ℓ2 approximation L(A, x) to f with weight wk
j at xj and calculate

ek
j .
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2. Calculate new weights wk+1
j using (6.5) for p > 2 or from (6.9) for p < 2.

3. Normalise the weights

wk+1
j :=

wk+1
j

∑m
j=1w

k+1
j

. (6.11)

4. Proceed from step 1 until the solution has converged.

As has been shown, the principle behind the algorithms is to generate a weight term

approximately equal to |e|p−2, thus reducing the ℓp approximation problem to a

weighted least squares problem. This can be presented more generally by writing

the equations for updating the weights as

wk+1
j = (wk

j )
λ1 |ek

j |λ2 (6.12)

for general indices λ1, λ2. The requirement that wj ≈ |ej|p−2 leads to

|e|p−2 = |e|(p−2)λ1 |e|λ2. (6.13)

If we set λ1 = λ2 = λ and then equate indices in (6.13) we are left with the Rice

and Usow algorithm (6.5). The algorithm is easy to implement but can be rather

slow to converge although there are proposed methods of accelerating convergence

described in [49]. Due to the division by the approximation error in (6.9), we have

set a maximum weight value to avoid infinite or very large weights in the case of data

points having residuals very close to zero. We have chosen to set an upper bound of

106 and set any weights greater than this equal to 106.

We now present some numerical results for this algorithm for various values of p < 2.

In practice we have found that choices of p ≤ 1 generally fits a good ℓ1 approximation

to data, and so we compare them with the best ℓ1 approximation obtained using the

Barrodale and Roberts algorithm [9]. In particular we compare the data points that

are interpolated by these methods. In all cases we have chosen a Chebyshev polyno-

mial basis and taken 21 equally spaced abscissae xi ∈ [−1, 1].
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Algorithm Interpolation points xi ‖L(x) − f‖1 Iterations

Barrodale Roberts ±0.9, ±0.3 0.00542 -

Lawson (p = 1) ±0.9, -0.4, 0.3 0.00550 10

Lawson (p = 0.1) ±0.9, -0.4, 0.3 0.00550 7

Lawson (p = −1) ±0.9, -0.4, 0.3 0.00550 6

Table 6.1: Degree 3 ℓp approximation of log(x+ 3) using Lawson’s algorithm

Algorithm Interpolation points xi ‖L(x) − f‖1 Iterations

Barrodale Roberts ±0.9, ±0.5, 0 0.05849 -

Lawson (p = 1) ±0.9, ±0.5, 0 0.05849 10

Lawson (p = 0.1) ±0.9, -0.4, 0.3 0.05849 8

Lawson (p = −1) ±0.9, -0.4, 0.3 0.05849 7

Table 6.2: Degree 3 ℓp approximation of tanh(x) using Lawson’s algorithm

Algorithm Interpolation points xi ‖L(x) − f‖1 Iterations

Barrodale Roberts ±1.0, ±0.8, ±0.5, ±0.2 2.3487 × 10−3 -

Lawson (p = 1) ±1.0, ±0.8, ±0.5, ±0.2 2.3487 × 10−3 8

Lawson (p = 0.1) ±1.0, ±0.8, ±0.5, ±0.2 2.3487 × 10−3 6

Lawson (p = −1) ±1.0, ±0.8, ±0.5, ±0.2 2.3487 × 10−3 6

Table 6.3: Degree 6 ℓp approximation of e−x2
using Lawson’s algorithm

As can be seen from Tables 6.1, 6.2 and 6.3, using the Lawson algorithm with p = 1

has generated a best or near-best ℓ1 approximation. Good ℓ1 approximations are also

obtained for other choices of p < 1. We have also found that these approximations

successfully ignore outliers in the data, as one would expected with an ℓ1 approxima-

tion [9]. In addition we have generally observed that, as the value of p decreases, the
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system becomes increasingly more ill-conditioned, but that the algorithm converges

more quickly. For choices of p less than 1.5, we have also noticed that the resulting

approximation interpolates at n + 1 data points, where n is the degree of the ap-

proximation. For p values inbetween 1.5 and 2, the approximation starts to exhibit

behaviour consistent with least squares solutions. In this sense it would appear that

for values 1 < p < 2 the resulting approximation is a compromise between ℓ1 and ℓ2

approximation, interpolating at some data points and approximating the remainder.

Examining the behaviour of approximations for various values in this range, the tran-

sition from ℓ1 to ℓ2 approximations can clearly be seen, as shown in Figure 6.1. Here

we can see the effect of outliers on some approximations fitted to data for various

values of p.
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Figure 6.1: Lawson algorithm approximations to data with outliers, for various p < 2

6.3 Application of Lawson’s algorithm to ℓp Rational approximation

The study of the Rice and Usow variant of Lawsons, in addition to the previous work

on the Loeb algorithm, inspired the idea of combining these two approaches into a
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single algorithm for use in fitting ℓp rational approximations. This thought process

was mainly due to the fact that both algorithms are iterative weighted least-squares

methods and it seemed reasonable to try and combine the two. The development

of this algorithm is further motivated by the fact that there seems to be a shortage

of methods available for this type of data fitting. We have not seen a great deal

of published work on algorithms specifically dealing with ℓp rational approximation,

other than the work of Watson [52], who considers the problem via the Gauss-Newton

method with numerator and denominator variable separation.

6.4 A combined Rice-Usow-Loeb Algorithm

We consider the general ℓp rational approximation problem in which we wish to

approximate a set of function values f(xi) = fi defined on a discrete point set

x = (x1, x2, . . . , xN) by a polynomial ratio R(p,q, x) as defined in section 1.7. We

propose to minimize the quantity

‖f −R(p,q, x)‖p (6.14)

by iteratively minimizing
∥
∥
∥
∥

wl
k(fQ(ql

k, x) − P (pl
k, x))

W l
k

∥
∥
∥
∥

2

(6.15)

with respect to the approximation parameters q,p, over two iteration variables k, l.

In this sense we are using two weights, one of which (the w term) corresponds to the

linear ℓp approximation weight from the Rice-Usow algorithm, and the other (the W

term) corresponding to a Loeb type weight term defined as the denominator obtained

using the denominator solution parameters obtained at the previous iteration. We

update the wl
k terms when iterating over k in a similar manner to that the Rice-Usow

variant algorithm according to the formula

wl
k+1 =







(wl
k|el

k|)
p−2
p−1 for p > 2

(
wl

k

|el
k
|

) 2−p

3−p

for p < 2
(6.16)
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where

el
k(x) = fQ(ql

k, x) − P (pl
k, x), (6.17)

with initial weights set as w1
1 = 1

N
.

We update the W l
k when iterating over the l variable by setting

W l+1
k =

1

Q(ql
k, x)

(6.18)

as is the case with Loeb’s algorithm. Clearly we may proceed in a number of ways

by choosing the way in which to iterate over the variables k, l. We suggest the most

obvious:

1. Cycle through l until convergence with k fixed and then through k with l fixed.

Repeat until convergence.

2. Cycle through k until convergence with l fixed and then through l with k.

Repeat until convergence.

3. Set k = l and update both weights simultaneously.

We now present some numerical results from the application of the third of the above

algorithms. For these results we fitted a degree (5, 5) polynomial ratio to 101 equally

spaced values on [−2, 2] from the function tanh(x).

Table 6.4 shows iterations to convergence for a number of different values of p. In each

case the algorithm converged successfully to a pole free solution. As can be seen in

Figure 6.2, the error curve from both approximations for p = 4 and p = 16 behave like

a minimax error curve, with the larger p value exhibiting the equioscillation property

to a larger extent than the smaller. We have observed similar bevahiour in all cases

we have tested, with the error curve tending to a minimax error curve for increasingly

larger values of p. This behaviour suggests that we can obtain approximately minimax

rational approximations using this algorithm for large values of p.
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p value Iterations ‖e‖2

3 10 3.3157 × 10−7

4 15 3.3902 × 10−7

8 30 3.4559 × 10−7

12 53 3.4786 × 10−7

16 51 3.4900 × 10−7

32 93 3.5070 × 10−7

Table 6.4: Degree (5, 5) ℓp rational approximation of tanh(x) using Rice-Usow-Loeb
algorithm

Of the 3 different variants on the proposed Rice-Usow-Loeb algorithm, we have found

that the third provides the fastest convergence. All three methods give similarly good

approximations, but the faster convergence of the third makes it our preferred option.

To illustrate the performance of this algorithm we compared it with the method of

Watson to fit ℓp rational approximations for various values of p. In each case, we fit

degree (2,2) rational approximations to 51 equally spaced points from the function

y = tanh(x) over the interval [0,1]. The method used by Watson was applied using the

solution parameters from the Rice-Usow-Loeb algorithm at convergence. The results

are displayed in table 6.4, in which we used the abbreviation RUL for Rice-Usow-

Loeb algorithm. From these results, we can see that the RUL algorithm performs

Norm RUL Convergence Lawson ‖e‖p Watson Convergence Watson ‖e‖p

ℓ3 12 1.28184 × 10−3 18 1.28180 × 10−3

ℓ8 18 6.57338 × 10−4 55 6.57330 × 10−4

ℓ16 44 5.48020 × 10−4 113 5.48016 × 10−4

Table 6.5: Comparison of approximations obtained using the method of Watson and
the RUL algorithm
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Figure 6.2: Error plots of ℓ4 and ℓ16 rational approximations to tanh(x) using the
Rice-Usow-Loeb algorithm.

well, generating equally good approximations as the method of Watson, but also with

faster convergence.

6.5 A Lawson-Loeb algorithm

Up to now, we have only discussed the Rice-Usow variation of the original Lawson

algorithm, used for ℓp approximations (p > 2). The original Lawson algorithm is

a linear weighted least-squares method, that is proved to converge to a best linear

Chebyshev approximation [31]. It is implemented as follows

For a linear approximation form L(A, x), we define at iteration k, the residual ek
j =

fj −L(Ak, xj), and wk
j as the weight at xj , and finally, choose an initial set of weights

w1
j = 1

m
, where m is the number of data points we are approximating.

1. Find the best ℓ2 approximation L(A, x) to f with weights wk
j at xj and calculate

the residuals ek
j .
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2. Calculate new weights according to the equation

wk+1
j =

wk
j |ek

j |
∑m

j=1w
k
j |ek

j |
. (6.19)

3. Proceed from step 1 until the solution has converged.

As with the case of the Rice-Usow-Loeb algorithm, we propose a Lawson-Loeb algo-

rithm of the same kind, but this time using the first weight wk+1
j calculated according

to (6.19), and the second using the formula

W l+1
k =

1

Q(ql
k, x)

. (6.20)

With these weights, we can again propose the same three variants on the algorithm

1. Cycle through l until convergence with k fixed, and then through k with l fixed.

Repeat until convergence.

2. Cycle through k until convergence with l fixed and then through l with k.

Repeat until convergence.

3. Set k = l and update both weights simultaneously.

As was the case with the Rice-Usow-Loeb algorithm, we have again found that the

third option provides the fastest convergence, and is the method we would recom-

mend. Table 6.5 shows the results of the application of this algorithm to a variety of

functions, showing iterations to convergence, and approximation error of the resulting

approximations. In all cases, the data points were evaluated at 101 equally spaced

points on the interval [−2, 2] and approximated using a degree (5, 5) polynomial ratio.

As the results indicate, even when convergence does occur, it is very slow. In some

cases for the approximations in table 6.5 convergence occurred with a slight modifi-

cation to the degree of the approximation (using even degrees for cos(x) for example)

but again, the convergence was slow. In fact, we have observed that this algorithm
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Function Iterations ‖e‖ℓ∞

sin(x) 531 4.7141 × 10−8

cos(x) na na

tanh(x) 360 4.8890 × 10−8

e−x 725 1.9652 × 10−10

cosh(x) na na

cos(x) + sin(x) 1272 1.2220 × 10−7

Table 6.6: Degree (5, 5) ℓ∞ rational approximations using Lawson-Loeb algorithm

is even more sensitive to a good choice of degree for the approximation than the

standard Loeb algorithm or the Rice-Usow-Loeb algorithm. When convergence does

occur, the resulting error curves exhibit the equioscillation property perfectly, as is

shown in figure 6.3. The inconsistency of the performance of the algorithm, combined

with its speed is slightly disappointing, as it had been hoped that this would provide a

fast, weighted least-squares algorithm to obtain Chebyshev rational approximations.

Judging by the results, it would appear that from a performance perspective, it would

be better to try to obtain near best rational Chebyshev approximations using high

values of p in the Rice-Usow-Lawson algorithm instead. For example, fitting the same

data used in for tanh(x) using the Rice-Usow-Loeb algorithm, with a choice of p = 16,

the resulting Chebyshev norm of the error is 5.0937× 10−8, which is almost the same

as that obtained using the Lawson-Loeb method, and converges in 30 steps, rather

than 360 as shown table 6.5.

6.6 Conclusion

We have proposed an extension of the Rice-Usow algorithm for cases p < 2, which

converges quickly to near best ℓ1 linear approximations, and generally compares
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Figure 6.3: Error plot of ℓ∞ rational approximation to tanh(x) using the Lawson-Loeb
algorithm.

favourably with approximations obtained with the Barrodale-Roberts algorithm. Also

this algorithm is considerably easier to implement than the Barrodale-Roberts algo-

rithm, although may not be favoured over it due to lack of a convergence proof.

We have also observed good results with the proposed Rice-Usow-Loeb algorithm,

which exhibits good convergence properties with the data that we have tested it on,

and produces good ℓp approximations that compare favourably to those obtained us-

ing the optimisation methods proposed by Watson. As an extension of this, for fitting

Chebyshev rational approximations, we have also proposed a Lawson-Loeb algorithm

that is similar in style to the Rice-Usow-Loeb algorithm. This algorithm in general is

not so successful or robust, with slow convergence, and in some cases no convergence

at all. However, when it does converge, it appears to converge to an approximation

whose error exhibits the equioscillation property. If this algorithm was more reliable

with regards to convergence, it would be interesting to research some methods of im-

proving the speed of convergence, but as it stands the algorithm is slow and unreliable.

As a consequence of this poor performance, if it was desired to fit a Chebyshev ratio-

nal approximation to data, we would recommend the use of an established algorithm
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such as the differential correction method which has proven convergence properties.
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Chapter 7

CONCLUSIONS

7.1 Introduction

We have presented a number of algorithms and new rational approximation forms

for the approximation of discrete data in general, but with particular emphasis on

data that exhibits the type of asymptotic behaviour described in chapter 1. This

research has been motivated by the sponsoring institution (NPL) requirement for

new approximation methods to better approximate discrete data of this kind. In this

final chapter, we shall summarise the research presented in this thesis, and highlight

some potential areas where this work could be extended with future research.

7.2 The Semi-Infinite Rational Spline

The work of chapter 3 introduces the semi-infinite rational spline approximation form,

and discusses a modification to the Loeb method that provides an algorithm to fit this

form to discrete data, that is straight forward to implement. The SIRS provides an

approximation form that is able to have different asymptotic limits as x approaches

±∞. This makes it a useful tool in the approximation of data that has a similar

asymptotic behaviour, and we have shown that we can obtain very good approxima-

tions to such data, particularly in the region where the asymptotic behaviour starts

to dominate the shape of the data. In many cases such approximations are superior

to those of a standard polynomial ratio fitted using the Loeb algorithm.

The first very obvious extension to the work of chapter 3 is that this could be very

easily extended to cover SIRS approximation in the other norms ℓ1 and ℓ∞, as the
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work of Barrodale and Mason [7] has shown the Loeb algorithm to be effective and

easily implemented in these norms also. Similarly, it seems conceivable that the Dif-

ferential Correction Method (2.3) could be modified to approximation with the SIRS,

as its continuity constraints at the knot are implicitly satisfied by the definition of the

function. Although this has not been looked into in great detail, it certainly seems to

be a potential area of extension of the algorithm.

It will be evident that this thesis has been of a very practical nature, with almost

no results or proofs of existence or uniqueness of best SIRS approximations. This

is another important area for future work, and would certainly make the SIRS more

attractive as an approximation tool if such proofs could be established.

7.3 Asymptotic polynomial approximation

The Asymptotic polynomial work of chapter 4 is another useful tool for approximation

of data with asymptotic behaviour. It has the advantage of being numerically stable,

by orthogonalising the numerator basis functions with respect to the denominator

weight function. We have found that this work gives very good approximations,

which have the advantage of being pole free on the entire real line due to the strictly

positive denominator function. One way in which this work could be extended would

be to consider another weight function very similar to that described in chapter 4,

but having two knots instead of one. We define this new weight function by

w(b, x) =







w−(b, x) = 1

(1 + s2
1(x− λ1)

2)
k1
2

for x ≤ λ1,

w0(b, x) = 1 for λ1 ≥ x ≤ λ2,

w+(b, x) = 1

(1 + s2
2(x− λ2)

2)
k2
2

for x ≥ λ2,

(7.1)

where λ1 < λ2, and b = (s1, s2, k1, k2, λ1, λ2)
T .

Approximation with asymptotic polynomials defined with weight function (7.1) is ef-

fectively fitting a linear approximation to the data on the interval [λ1, λ2], and only fits
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weighted polynomials outside this interval to enforce the correct type of asymptotic

behaviour. Again we could consider the knots to be fixed or variable and it would be

interesting to see if this type of weight function would give superior approximations

to the original method.

Another very interesting extension would be to consider approximation using bivari-

ate asymptotic polynomials. The paper of Huhtanen and Larsen [26] describes an

algorithm that generates a set of bivariate orthogonal polynomials. Unfortunately

this work only deals with the case of orthogonality with respect to a weight function

that is unity, which for our needs would result in bivariate linear approximation. If it

were possible to extend this work to generate bivariate orthogonal polynomials with

respect to arbitrary weight functions (or a small class of special functions appropriate

for our needs), it may be possible to extend the asymptotic polynomial to apply to

bivariate approximation.

7.4 Pole free rational approximation

Chapter 5 introduces a very simple and novel approach that can be used to fit poly-

nomial ratios that are guaranteed to be pole free over the entire real line, using the

Levenberg-Marquardt algorithm. Here we have considered representing the denomi-

nator polynomial as a product of quadratics, each of which is forced to have a strictly

negative discriminant, and hence complex roots, via the denominator approximation

parameter definitions. Again, it would be nice if existence proofs could be established

for this form, and therefore we highlight this as an area of future work. As was the

case for the SIRS, it seems reasonable to assume that we could apply this approach

to approximation in other norms, in particular it may be possible to modify the Dif-

ferential Correction Method to fit pole free Chebyshev rational approximations. If

this was possible, it may also be possible to establish convergence proofs for the al-

gorithm applied to this form. This potential extension to other norms would seem to
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apply to almost all of the work in this thesis, which has dealt almost exclusively with

least-squares approximations in accordance with the needs of the collaborating CASE

sponsor, NPL. The natural assumption would be that the work could be extended to

the problem of Chebyshev rational approximation, as this is a well established field,

with a great deal of research material available.

Another area of interesting research would be to look at other constraints on the in-

dividual quadratic factors of the denominator. For example, if it was only necessary

for the denominator to be pole free on the approximation interval itself (rather than

the entire real line), then we would be faced with a less stringent set of conditions on

the parameters, and a potentially more flexible approximation as a result.

7.5 ℓp Rational Approximation

Chapter 6 introduces some new algorithms that are combinations of Loeb-Lawson

and Rice-Usow-Loeb for ℓ∞ and ℓp rational approximation respectively. Also we have

proposed an extension to the Rice-Usow algorithm for ℓp approximation for the cases

p < 2. Clearly we would have liked to have produced a proof of convergence of the

algorithm, so this is one area for future consideration. Similarly, would be the case for

the Rise-Usow-Loeb algorithm, although we would anticipate considerable difficulty

here, as the original Loeb algorithm itself has so far not been proved to converge (as

far as we are aware), so finding a proof for the hybrid algorithm may well require a

proof for the original Loeb method first. We found that the Loeb-Lawson algorithm

was generally not so reliable with many cases of non-convergence discovered, and that

for cases when it did converge, the solution was very close to the same solution as for

the Rice-Usow-Loeb method using a large p value. Also the latter method converged

much more quickly. Had the performance of the Loeb-Lawson algorithm been more

impressive we would have considered a direct comparison with the solutions of the

DCM (2.3) which converges to the best rational Chebyshev approximation.
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Another possibility is to combine the semi-infinite rational spline work with this al-

gorithm, thus to create an algorithm for ℓp SIRS rational approximation.

7.6 Radial basis function rational approximation

Another area that was researched (although not presented in the thesis) was fitting

ratios of linear combinations of radial basis functions [48]. This was only a small

amount of research, fitting approximations using the Loeb algorithm, using various

combinations of the abscissae as the centres of the radial basis functions. We found

that the resulting approximations were generally very good, but this study did give

rise to a large number of questions, such as how to choose the centres to begin with,

then how to select those appearing in the numerator and those in the denominator.

For linear interpolation using radial basis functions, the centres are usually chosen to

be the data points themselves, but when approximating with radial basis functions,

there are other methods of choosing the centres, such as clustering. After some initial

research, we found that performing any significant research in this area would take

the thesis into a very different direction and so after the initial encouraging results

were obtained, the work was left aside to continue on work more appropriate to the

rest of the thesis. However, we feel that this is a very interesting and new area to

work on, but as yet we have seen no research in this area. The nature of radial basis

functions makes them a popular tool for multivariate approximation and interpolation,

so if some algorithms for fitting ratios of linear combinations of radial basis functions

could be developed it would be a significant achievement of interest to members of

the multivariate approximation, radial basis function, and rational approximation

research community.
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APPENDIX A

Here we present the remainder of the contents of the paper that was jointly pub-

lished by the author of this thesis. It is the first part of the paper ”Rational and ℓp

Approximations - Renovating Existing Algorithms” and is published in the proceed-

ings of the 2004 conference on Mathematical Methods for Curves and Surfaces held

in Tromso. The work of this part of the paper cannot be claimed to be the sole work

of the author, and was done in collaboration with Professor John Mason. It is repro-

duced as it appears in the conference proceedings, and is included for completeness,

as it does complement the other work in this thesis, being largely concerned with

obtaining some detailed error analysis for a slightly modified Loeb algorithm.

Abstract

In this paper we present a modified version of Loeb’s algorithm for ℓ2 rational ap-

proximation together with an error analysis and numerical results that suggest linear

convergence. We also propose an extension to Lawson’s algorithm to include ℓp ap-

proximation for p < 2, and a combined Lawson-Loeb algorithm for use in generating

ℓp rational approximations to discrete data.

Introduction

The fact that ratios of linear forms can operate in infinite ranges and can have asymp-

totic limits and poles make them a very desirable tool for use in the modelling of

physical systems. Rational functions are particularly well suited for the modelling of

functions that are known to have a particular asymptotic behaviour such as decay,
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or singularities. In consequence the subject of rational approximation needs to be

updated, as do some of the very early, but re-usable algorithms.

First of all we investigate the use of Loeb’s algorithm [14] in fitting least squares

rational approximations to discrete data. This is a very simple yet effective iterative

procedure which has been shown to converge quickly to near-best rational approxi-

mations for a large number of functions [7]. We present a modified version of this

algorithm that yields an informative error analysis which, in conjuction with our nu-

merical results suggests linear convergence. This algorithm also has the property of

fitting a relative approximation, while fitting simultaneously the data values and their

reciprocals.

We then go on to study the Lawson algorithm. This is an iterative weighted least

squares procedure, first studied by Lawson in [31] and has been proven to converge

to a best linear ℓ∞ approximation on discrete data sets. The algorithm was later

extended by Rice and Usow in [49] and has been proved to converge to best ℓp ap-

proximations for p > 2. We describe this algorithm and present a modification that

extends its applicability to ℓp approximation for p < 2, along with numerical results

to support this. Finally we propose a combined Lawson - Loeb algorithm for use in

generating ℓp rational approximations on discrete data sets. There appears to be a

shortage of methods available for this approximation problem and so we describe a

general method which has a number of subtle variants, along with some numerical

results.

ℓ2 Rational approximation - Loeb’s algorithm

Consider the rational approximation form

R(x) =
A(x)

B(x)
=
a0φ0(x) + . . .+ anφn(x)

b0φ0(x) + . . .+ bmφm(x)
(7.2)

where the φi(x) form a set of linearly independent basis functions, and {a0, . . . , an, b0, . . . , bm}
is the set of approximation parameters.
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We consider the problem of finding the best ℓ2 rational approximation to a given set

of function values f(xi) = fi defined on a discrete point set X = {x1, x2, . . . , xN}.
Thus we seek the parameter vector that minimizes the quantity ‖f(x) −R(x)‖2.

One method available for fitting rational functions to discrete data is Loeb’s algorithm

[14]. This is an iterative procedure in which the quantity

‖wk(fBk − Ak)‖2 (7.3)

is minimized with respect to the approximation parameters at the kth iteration. Here

Ak and Bk respectively denote the numerator and denominator functions A(x) and

B(x) obtained at the current step k. The term wk is a weight function defined as

1/Bk−1 where Bk−1 is the denominator function obtained from the previous iteration

and evaluated at the data points xi. To prevent the trivial solution A(x) = B(x) ≡ 0,

the set of approximation parameters is usually normalized by setting b0 = 1, and the

iteration usually started with initial weight w1 = 1. In practice this is a very reliable

algorithm and is attractive due to its ease of implementation and fast convergence to

near-best approximations in the majority of cases, particularly when used to obtain

least squares approximations [7].

We propose a modified version of Loeb’s algorithm which uses the weight function

wk =

[
1

2(fBk−1)2
+

1

2(Ak−1)2

] 1
2

(7.4)

in place of the original weight 1/Bk−1. The reasons for this choice of weight function

are as follows

1. The weight is suitable for relative approximation of f by A
B

:

fBk − Ak

fBk−1
→ f − A

B

f
≡ fB − A

fB
. (7.5)

It is also suitable for relative approximation of the reciprocal function f−1 by

B
A

:

−(f−1Ak) − Bk

f−1Ak−1
→ −f

−1 − B
A

f−1
≡ fB − A

A
. (7.6)
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Thus we have chosen the new weight w as the r.m.s of the weights 1
fB

and 1
A
,

so as to approximate both f and f−1.

2. w treats A and fB alike and involves both.

3. fB ≃ A and so, to a modest accuracy

w ≃ 1

fB
≃ 1

A
. (7.7)

It is assumed here that both f(x) and f−1(x) have no zeros in the domain of the

data, so that the weight has no poles. We can find this approximation A
B

with weight

(7.4) using an iterative procedure in which a Galerkin solution is obtained at step k.

Consider the following inner product for functions u(x), v(x) defined by

〈u, v〉 =
N∑

i=1

u(xi)v(xi). (7.8)

We can then obtain a solution at step k by solving the system of m+n+1 equations:

〈(fBk −Ak), w
2
kφj〉 = 0, j = 0, . . . , m+ n (7.9)

with respect to the m+n+1 approximation parameters. This is equivalent to finding

the ℓ2 solution of the overdetermined set of equations

(fBk−1)
−1(fBk − Ak)(xi) = 0 i = 1, . . . , N

(Ak−1)
−1(fBk − Ak)(xi) = 0 i = 1, . . . , N

(7.10)

with respect to the same set of approximation parameters.

Convergence and Error Analysis

At step k we obtain functions Ak and Bk that satisfy the Galerkin property (7.9). We

define the following limiting functions which also satisfy the Galerkin property (7.9)

A = lim
k→∞

Ak (7.11)

B = lim
k→∞

Bk (7.12)

w = lim
k→∞

wk (7.13)
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Although we have assumed existence of A,B and w, we have found that these limits

exist in practice for reasonably behaved data. From (7.9) and (7.8) we have

m+n∑

j=0

〈(fBk − Ak), w
2
kφj〉φj = 0 (7.14)

and
m+n∑

j=0

〈(fB −A), w2φj〉φj = 0. (7.15)

Subtracting (7.14) from (7.15) we are left with

m+n∑

j=0

〈(fδBk − δAk)w
2 + (w2 − w2

k)(fBk −Ak), φj〉φj = 0 (7.16)

where δBk = B −Bk and δAk = A− Ak.

From the definition of the weight (7.4) we have

w2 − w2
k =

1

2

(
1

(fB)2
+

1

A2
− 1

(fBk−1)2
− 1

(Ak−1)2

)

(7.17)

which reduces to

−δBk−1f(2B − δBk−1)

2f 4B2B2
k−1

− −δAk−1f(2A− δAk−1)

2A2A2
k−1

. (7.18)

If we neglect quadratic terms involving δ this is approximately equal to

−δ(Ak−1 + Ek−1)

(A+ E)(Ak−1 + Ek−1)2
− δAk−1

AA2
k−1

(7.19)

where

Ek = fBk − Ak (7.20)

E = fB −A (7.21)

δEk = E − Ek. (7.22)

Since we are dealing with good approximations, the E terms are small, and so we are

left with

w2 − w2
k ≃ −2δAk−1

AA2
k−1

. (7.23)
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Substituting (7.23) into (7.16) and rearranging gives

m+n∑

j=0

〈(fδBk − δAk)w + 2w−1(fBk − Ak)
δAk−1

A2
k−1

, wφj〉φj ≃ 0. (7.24)

Using (7.7), equation (7.24) reduces to

m+n∑

j=0

〈δEkw,wφj〉wφj − 2

m+n∑

j=0

〈Ek
AδAk−1

A2
k−1

w,wφj〉wφj ≃ 0. (7.25)

In a Galerkin space, the best linear ℓ2 approximation of degree p to a function G is

given by

G ≃
p
∑

i=1

〈G, φj〉φj (7.26)

and the weighted equivalent defined by

Gw ≃
p
∑

i=1

〈Gw,wφj〉wφj =

p
∑

i=1

〈Gw2, φj〉wφj. (7.27)

Also in a Galerkin space the following inequality is valid

‖Gw‖2 ≤ 2‖
p
∑

i=1

〈Gw,wφj〉wφj‖2. (7.28)

Thus from (7.27) it is evident that the left hand side quantity in (7.25) is a best ℓ2

approximation to δEkw and the right hand side quantity is a best ℓ2 approximation

to 2wEkδAk−1AA
−2
k−1. Therefore

δEk ≃ 2EkδAk−1A
−1
k−1 (7.29)

which, using (7.7) can be expressed as

δEk

Ek

≃ 2
δFk−1

Fk−1

(7.30)

where Fk = fBk + Ak and δFk = fδBk + δAk. Integrating both sides of (7.30) leads

to

Ek ≃ cF 2
k−1 (7.31)
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for some constant of integration c. Finally, from (7.28) and (7.29) we obtain

‖δEk‖2 ≤ 4‖EkδAk−1A
−1‖2. (7.32)

We now go on to present some numerical results to support some of the above results.

In all cases we have chosen a monomial basis, a quadratic numerator and denominator

in the approximation form, and have chosen {xi}21
i=1 ∈ [−1, 1]. The results presented

k ‖Ek‖ ‖F 2
k−1‖ ‖Ek‖

‖F 2
k−1‖

‖δEk‖ 2
∥
∥
∥

EkδAk−1

Ak−1

∥
∥
∥

2 5.5475 e-06 20.3554 2.7253 e-07 3.1809 e-06 5.9954 e-06

3 6.7892 e-06 32.4337 2.0933 e-07 1.4810 e-08 1.9351 e-08

4 6.7975 e-06 32.5078 2.0910 e-07 6.1040 e-11 7.9779 e-11

5 6.7975 e-06 32.5081 2.0910 e-07 2.5109 e-13 3.2857 e-13

6 6.7975 e-06 32.5081 2.0910 e-07 1.9179 e-15 1.3506 e-15

7 6.7975 e-06 32.5081 2.0910 e-07 0.0 6.0130 e-18

Table 7.1: Approximation of log(x+ 3) using Loeb’s algorithm

k ‖Ek‖ ‖F 2
k−1‖ ‖Ek‖

‖F 2
k−1‖

‖δEk‖ 2
∥
∥
∥

EkδAk−1

Ak−1

∥
∥
∥

2 9.3961 e-04 50.8086 1.8493 e-05 9.0611 e-05 2.3917 e-03

3 9.4561 e-04 88.4315 1.0693 e-05 1.7738 e-07 2.6125 e-07

4 9.4560 e-04 88.4269 1.0694 e-05 7.4319 e-10 1.2449 e-09

5 9.4560 e-04 88.4269 1.0694 e-05 3.5068 e-12 5.5449 e-12

6 9.4560 e-04 88.4269 1.0694 e-05 0 2.6475 e-14

Table 7.2: Approximation of ex + e−0.5x using Loeb’s algorithm

in Table 1 and Table 2 show that the quantities Ek and F 2
k−1 are proportional as in

(7.31). The results also support the validity of equations (7.29) and (7.32). In our
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testing of this algorithm, we have found that it generally converges in the same number

of iterations (or less) as the existing Loeb algorithm. It also compares favourably in

terms of the size of the norm of the approximation error at convergence.
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